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.Abstract: This paper proposes different conventional and fuzzy based clustering techniques for fault detection and isolation 

in process plant monitoring. Process plant monitoring is very important aspect to improve productiveness and efficiency of 
the product and plant. This paper takes a case study of plant data and implements SOM based training methods to cluster the 
data and detect and isolate the faults. It also discusses a new hybrid clustering algorithm implementing fuzzy C means 
algorithm and PSO. 

——————————      —————————— 

INTRODUCTION 

Clustering is a typical unsupervised learning technique 
for grouping similar data points [4, 8, 53]. A clustering 
algorithm assigns a large number of data points to a 
smaller number of groups such that data points in the 
same group share the same properties while, in different 
groups, they are dissimilar. Clustering has many 
applications, including part family formation for group 
technology, image segmentation, information retrieval, 
web pages grouping, market segmentation, and 
scientific and engineering analysis. 

One of the best known and most popular clustering 
algorithms is the k-means algorithm [53]. The algorithm 
is efficient at clustering large data sets because its 
computational complexity only grows linearly with the 
number of data points. However, the algorithm may 
converge to solutions that are not optimal. Many 
clustering methods have been proposed. They can be 
broadly classified into four categories: partitioning 
methods, hierarchical methods, density-based methods 
and grid-based methods. Other clustering techniques 
that do not fit in these categories have also been 
developed. These are fuzzy clustering, artificial neural 
networks and genetic algorithms. 

INDUSTRIAL PROCESS MONITORING, FAULT 
DETECTION AND ISOLATION 

Monitoring is a continuous real-time task of determining 
the conditions of a physical system, by recording 
information, recognizing and indicating anomalies in the 
behavior. In other words, the purpose of the monitoring 
is to indicate whether a process has deviated from its 
acceptable state, and if it has, why [25, 26]. The 
deviations are called process faults. Observation of the 
faults is known as fault detection, which is followed by 
fault isolation, determination of the location and the type 
of the fault. 

Fault Detection and Isolation (FDI) – also known by a 
common name fault diagnosis – can be carried out in 
many ways. The three logical parts of any FDI scheme 
are namely detection, decision and isolation, may be 
partially integrated. Fault detection takes as input the 
current values of the process measurements and 
produces one or more fault indicator signals, which are 
often called residuals. After the detection phase there is 
an inference mechanism which takes the fault 
indicator(s) as input and decides whether a fault has 
occurred or not. Detection of a fault is followed by an 
isolation phase which carries out identification of the 
fault. 

Fault detection methods are divided into two categories: 
first principles process models and models of process 
data. In the former approach, physical structure and a 
priori known relationships between variables of a 
process form the basis for the construction of the model 
and observed data are not required. In the latter case, 
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the structure of the model is generic or depends on the 
data and the model is based on observed data produced 
by the sensors of the process. However, in practice the 
line between these two categories is not sharp: 
measurement data may be used in construction of a first 
principles model and, correspondingly, a priori 
knowledge of a process can be used in the construction 
of a model using process data. Use of data-driven 
models instead of the first principles models is justified if 
construction of an accurate first principles model is (1) 
Impossible due to unknown process phenomena (2) 
Computationally infeasible because of complexity of the 
process. In addition, if the modeling using first principles 
would be possible but laborious, use of a data-based 
model may still be reasonable choice if the process is 
modified often: a model based on data is typically easier 
to update than a first principles model. 

SELF-ORGANIZING MAP 

The Self-Organizing Map (also known as Kohonen map) 
is an unsupervised artificial neural network which is a 
powerful method for clustering and visualization of high 
dimensional data [1]. The SOM algorithm implements a 
nonlinear topology preserving mapping from a high-
dimensional input data space onto a low dimension 
discrete space (usually 1D,2D or 3D), called the 
topological map. A map consists of m neurons (or units) 
located on a regular low dimensional grid, usually a two-
dimensional rectangular or hexagonal grid, that defines 
their neighborhood relationships. Each neuron C is 
represented by a weight vector Wc = [w1Λwd] where d 
is the dimension of the input vector. 

TRAINING OF THE SOM 

During training procedure, the weight vectors are 
adapted in such a way that close observations in the 
input space would activate two close neurons of the 
SOM. The SOM is trained iteratively. At each training 
step, a sample input data vectors X is randomly 
presented from the training data sets, and the distance 
between the data and all the weight vectors of the SOM 
is calculated. The neuron whose weight vector is close 
to the input vector is called the best-matching unit, often 
denoted bmu: 

           (1) 

where wbmu is the best-matching unit weight vector. 
After finding the bmu, the weight vectors of the SOM are 
updated. The weight vectors of the bmu and its 
topological neighbours are moved closer to the input 
data vector. The weight-updating rule of the unit i is: 

                      
(2) 

where τ is time,  is a learning rate and hbmu(i,τ) is 
defined as the neighbourhood kernel function around the 

bmu. Usually,  is a decreasing function of time and 
should be between 0 and 1. The Gaussian 
neighbourhood function is chosen 

                            (3) 

σ (τ) is the neighborhood radius 

                                 (4) 

 and  f are the initial and final neighborhood radius, 

T is the training length,  and  are 
position of neurons k et j on the map. 

 

Fig. 1: Self Organizing Map 

LABELLING OF THE SOM 

After the training phase, it is possible to use the SOM to 
construct a classifier in which each neuron represents 
one class type. The classifier can then assign to each 
data vectors the corresponding bmu cluster. However, 
training of the self-organizing map is totally 
unsupervised. Therefore, it is not known what kind of 
data each of the obtained units represents. If labelled 
data are available, this information can be used to 
assign each neuron a label. The SOM is labelled based 
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on votes between the labels according input data vectors 
and only uses the one which is most frequent. Finally, 
class label of each original data vector is the label of the 
corresponding bmu. 

SOM BASED CLUSTERING OF DATA 

The basic idea is that the SOM is trained using data 
where all the values are present. As the on- and off-line 
measurements are interrelated, the SOM learns the 
association between them where after it can be used to 
predict the off-line values (or to classify) given only the 
on-line measurements [20]. This construction is called 
the “supervised SOM” 

 

Fig. 2: Use of SOM in process monitoring-I 

 

Fig. 3: Use of SOM in process monitoring-II Fig. 

 

 

Fig. 4: Analysis, computation and monitoring of process 
using SOM 

The SOM can efficiently be used for visualization of 
dependencies and interrelations between variables of 
high-dimensional data in various ways [5]. In this thesis, 
measurement data acquired from industrial processes 
are used as input data for SOMs. Careful preparation of 
the data is always necessary in order to obtain 
satisfactory results using any pattern recognition 
algorithm, and the SOM is not an exception. In both 
cases, a data set is first used to train a map. The vertical 
direction denotes analysis of the data set the map was 
trained with; it can be further divided into visualization 
and clustering. Component plane representation 
displays the values of each model vector element, i.e. 
each variable, on the map grid. 

 

Fig. 5: Clustering of data using SOM 

 

Fig. 6: Block diagram of use of SOM in process 
monitoring 

 

Fig. 7: SOM based illustrative clustering method 
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When not enough labelled data is available, the previous 
approach did not work at all. Then, to facilitate analysis 
of the map and the data, similar units need to be 
grouped to reduce the number of clusters. This is due to 
the topological ordering of the unit maps. Several 
methods are often used to perform this task. We have 
chosen to apply agglomerative hierarchical algorithms 
using the Ward’s method to cluster our maps. The 
clustered map can then be labeled. The primary benefit 
of this approach is to use more labeled data to assign 
each cluster a label and facilitate the analysis of 
revealed groups. 

The first step in the analysis of the map is visual 
inspection. In the following, the  basic  visualization  of  
the  SOM  is  introduced.  The U-matrix shows distances 
between neighboring map units using grey levels. Dark 
gray represents long distances and light grey short ones. 
It is easy to see that the map unit in the top right corner 
is a very clear cluster. The SOM do not utilise class 
information during the training phase. Class labels can 
be displayed an empty grid as a post-process after the 
completion of training. From the labels it can be seen 
that unlabeled units indicate cluster borders and the map 
unit in the top right corner corresponds to the normal 
operating condition. The two other operating conditions 
form the other cluster. A principle component projection 
is made for the data, and applied to the map. 
Neighboring map units are joining with lines to show the 
SOM topology. Labels associated with map units are 
also shown. Also, visualization of the SOM shows that 
it’s impossible to isolate clearly the classification 
boundary in the faulty rotor case. However, increased of 
faulty level can be seen from the left bottom corner to 
right top corner of the Kohonen map. For further 
investigation, the map needs to be partitioned. 

PSO BASED CLUSTERING ALGORITHM 

The particle swarm optimization is proposed by Kennedy 
and Eberhart while attempting to simulate the 
choreographed, graceful motion of swarms of birds 
trying to find food [23]. It is a heuristics based 
optimization approach. Particle swarm optimization 
(PSO) is a population based evolutionary computation 
algorithm. The members of the whole population are 
maintained throughout the search procedure. The 
potential solution of PSO is named as particles and each 
one is assigned a randomized velocity. Each particle is 
flown to the optimal solution in the solution space. PSO 
does not use the filtering operation such as crossover 
and/or mutation used in evolutionary type methods [64]. 
Convergence speed and relative simplicity are the two 
important features which makes it suitable for solving the 

optimization problems. Usually PSO is initialized with a 
population of random solutions. 

Each particle of PSO explores a possible solution. It 
adjusts its flight according to its own and its companions 
flying experience. The personal best position is the best 
solution found by the particle during the course of flight. 
This is denoted by pbest (personal best). The optimal 
solution attained by the entire swarm is gBest (global 
best). PSO iteratively updates the velocity of each 
particle towards its pBest and gBest positions efficiently. 
For finding an optimal or near-optimal solution to the 
problem, PSO keeps updating the current generation of 
particles. Each particle is a candidate for the solution of 
the problem. The whole function is accomplished by 
using the information about the best solution obtained by 
each particle and the entire population. Each particle has 
got a set of attributes such as current velocity, current 
position, the best position discovered by the particle so 
far and, the best position discovered by the entire 
particle so far. Each particle begins with an initial velocity 
and position. Thereafter a swarm particle-i will update its 
own speed and in accordance with the 

following equations: 

                 (5) 

                                  (6) 

In equation (5), w is the inertia weight; r1 and r2 are 
random numbers within the range {0,1}. Cp is the 
Cognitive learning rate and Cg is the Social learning 
rate. Gbest is the best particle found so far and Pbesti is 
the best position discovered so far by the corresponding 
particle. [17] The issues related to global and local 
minimum play an important role when data sets and 
attributes associated are very large and the classification 
based on clustering is important and critical. In case of 
certain data sets like medical, security, finance etc. the 
error generated because of K- Means clustering 
algorithm is not acceptable. The objective function of the 
K-Means algorithm is not convex and hence it may 
contain many local minima. Bio-inspired algorithms have 
advantages of finding global optimal solution [31, 38]. 
The process of random searching and information 
sharing make these algorithms best tool for finding 
global solutions w. We have used one of such algorithm 
i.e. Particle Swarm Optimization (PSO) for data 
clustering. In this section we aim to propose a hybrid 
sequential clustering algorithm based on combining the 
K-Means algorithms and PSO algorithms. 
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The motivation for this idea is the fact that PSO 
algorithm, at the beginning stage of algorithm starts the 
clustering process due to its fast convergence speed 
and then the result of PSO algorithm is tuned by the K-
Means near optimal solutions. Flow chart of proposed 
algorithm is shown in Fig. 8. 

 

Fig. 8: PSO based clustering algorithm 

1: procedure PSO 

2: repeat 

3: for i = 1 to number of individuals do 

4: if G(xi )> G(Pi ) then. % G() evaluates goodness 

5: for d = 1 to dimensions do 

6: pid = xid % pid is the best state found so far 

7: end for 

8: end if 

9: g = i %arbitrary 

10: for j = indexes of neighbors do 

11: if G(P j ) > G(Pg ) then 

12: g = j % g is the index of the best performer in the 

neighborhood 

13: end if 

14: end for 

15: for d = 1 to number of dimensions do 

16: vid(t) = f(xid(t − 1), vid(t − 1), pid, pgd)% update 
velocity 

17: vid (−Vmax,+Vmax) 

18: xid(t) = f(vid(t), xid(t − 1)) %update position 

19: end for 

20: end for 

21: until stopping criteria 

22: end procedure 

The C-means algorithm which is based on the similarity 
between pixels and the specified cluster centers. The 
behavior of the C-means algorithm mostly is influenced 
by the number of clusters specified and the random 
choice of initial cluster centers. Fuzzy C Means (FCM) is 
one of the most commonly used fuzzy clustering 
techniques for different degree estimation problems. It 
provides a method that shows how to group data points 
that populate some multidimensional space into a 
specific number of different clusters. 

FCM restriction is the clusters number which must be 
known a priori. FCM employs fuzzy partitioning such that 
a data point can belong to several groups with the 
degree of membership grades between 0 and 1 and the 
membership matrix U is constructed of elements that 
have value between 0 and 1. 

The aim of FCM is to find cluster centers that minimize a 
dissimilarity function. U is the membership matrix, is 
randomly initialized. In the fuzzy clustering, a single 
particle represents a cluster center vector, in which each 
particle Pl is constructed as follows 

                              (7) 

l represents number of clusters. Vi is the vector of cth 
cluster center. 

                                      8) 
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where 1, 2,…, D are dimensions of cluster center 
vectors. Therefore, a swarm represents a number of 
candidates clustering for the current data vector. Each 
point or data vector belongs to every various cluster by 
different membership function, thus, a fuzzy membership 
is assigned to each point or data vector. Each cluster 
has a cluster center and each iteration presents a 
solution giving a vector of cluster centers. We determine 
the position of vector Pi for every particle and update it. 
We then change the position of cluster centers based on 
these particles. For the purpose of this algorithm, we 
define the following notations: 

n : number of data vector 

C : number of cluster center 

 position of particle l in stage t 

 : velocity of particle l in stage t 

Xk : vector of data and k =1, 2, …, n 

  

 best position funded by all particles in stage t p(t ) 

: fuzzy pseudo partition in stage t 

(XK) : membership function of data k vector in stage 

t into 

cluster i The fitness of particles is easily measured as 
follows: 

 

Step 1: Let t =0, select initial parameters such as C, 
initial position of particle, initial velocity of particles, c1, 

c2, χ , w, a real number  a small positive 

number ε ,and stopping criterion. 

Step 2: Calculate the  for all particles by 
the following procedure, where i =1, 2,.C; k =1, 2, …, n . 

For each  for all 

 then define 

 

Step 3: For each particle calculate the fitness 

Step 4: Update the global best and local best position. 

Step 5: Update  and  for all  
number of particle as follows 

 

 

Step 6: Update ρ (t+1) by Step 2. 

Step 7: Compare ρ (t) and ρ (t+1). If p(t+1) − p(t ) ≤ ε , 
then stop; otherwise, increase t by one and continue 
form Step 3. 

RESULTS AND DISCUSSIONS 
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Fig. 9: Training of self-organizing map 

 

Fig. 10: Weight positions of SOM 

 

Fig. 11: Neighbor weight distance of SOM 

 

Fig. 12: SOM pattern of data 

 

Fig. 13: Neighbor connection of SOM 
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Fig. 14: Weight vectors of SOM 

 

Fig. 15: Data points and cluster centers 

 

Fig. 16: After SOM based training 

 

Fig. 17: Cluster boundary and converged centers of 
clustering 

CONCLUSIONS 

This paper describes an efficient clustering method to 
improve the productivity and efficiency of process plant 
monitoring, fault detection and isolation. This paper also 
describes the related work carried out in this field. This 
paper takes process data and uses SOM to train the 
data and then cluster the process data. This paper also 
discusses a hybrid clustering algorithm using PSO and 
fuzzy C means algorithm. 
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