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Abstract – It is the data-driven era nowadays. Many organizations, including corporations, businesses, 
industrial, and medical organizations around the world, plan to derive information from a large volume of 
data. But most of them exist in real-word databases with class imbalance issues. The concept of class 
imbalance is a machine learning problem, where a total number of (positive) class labels is much smaller 
than the number of other data classes (negative). Financial fraud involves both the financial industry and 
daily life significantly. Illegitimate activity in online financial transactions has been increasing dynamic 
and enormity today, result in huge financial risks for both clients and associations. To tackle this 
problem, financial firms use a range of fraud detection models. As a consequence, financial institutions 
have to develop their fraud detection systems consistently. Many techniques of fraud prevention and 
detection in the online world have been proposed. This paper aims to analyze financial fraud detection 
strategies, such as extreme learning machines and optimization techniques, which play an important 
role in detecting fraud, as they also use the extract and expose hidden truth from the very large volumes 
dataset. 

Keywords – Imbalance Data, Credit Card Fraud, Fraud Detection, Machine Learning, Extreme Learning, 
Optimization Techniques 
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1. INTRODUCTION 

In recently, data mining (DM) is used by many 
organizations like industry, medical, banking, 
marketing, and to derive Useful and interesting data 
volume information or patterns. However, the 
model's analytical outcome relies on the training data 
set. The improved number of training data allows for 
a more accurate classification of the model. A few 
years ago, many approaches to solving the 
imbalanced class problem have been proposed by 
several researchers. The overview includes three key 
ways of approaching the Problems of imbalanced 
classification: data sampling, function selection, or 
ensemble [1].The role of correct Target class 
prediction for every case throughout the data is 
considered as data classification. Balanced data set 
classification is fairly straightforward and easy to 
carry out, but where the information is not balanced, 
it becomes complicated. The problem of class 
Imbalance is the problem of machine learning(ML), 
Where the total amount of a (positive) data class is 
much less than the total number of other data 
classes (negative)[2]. The dependence on e-

commerce & online pay has grown-up increasingly 
over the last few decades. As the field of information 
technology develops every day, illegal attempts at 
transactions have increased worldwide and, as a 
result, most companies experience major financial 
losses [3]. 

The growing world generally carries out financial 
transactions by transfer of amount over the Internet 
via cashless payments. The vast volume of data that 
resulted in the growth of big data has run to the rise 
of transactions. As days pass High-speed 
transactions as big data over the limits of 
transactions and diversity are explored, are 
gradually increasing. Fraudsters can also do 
something to exploit the current fraud detection 
system (FDS) [4]. To meet the FDS requirements, 
there is also a challenge to improve the current FDS 
with the greatest possible accuracy. When the 
transaction is done with credit cards, then credit 
cards can be misused by fraudsters. Now, to reduce 
the fraudulent rate to a minimum of one, it's a very 
urgent need to identifies fraudulent transactions as a 
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real-world issue for FDS and reported them to the 
required people/organization [5]. 

Fraud Detection [6] includes the detection of fraud as 
soon as possible after it is committed. Detection of 
fraud playsa major role when the prevention of fraud 
has failed. Also, fraud identification must be used on 
an ongoing basis in practice, as one would normally 
be unaware that fraud prevention has failed. By 
diligently protecting our cards to discourage credit 
card theft, but if the card data are still stolen, it can 
be identified as soon as possible that fraud is being 
committed. 

Supervised and Unsupervised Learning are the two 
categories of machine learning and Artificial 
Intelligence. Such approaches[7]for users, buyers, 
and vendors, etc. who act unusually to generate, 
depending on the process, suspicious ratings, rules, 
or visual irregularities. If supervised or unsupervised 
are used, that strategies the outcome only provides 
us with an idea of the risk of fraud. A constant effort 
has been made to create a machine learning 
algorithm that can take a large amount of input and 
research the pattern of transactions to identify 
suspicious transactions based on the data. But since 
we all know that online transactions are carried out in 
various fields on a huge level, a single ML algorithm 
cannot be used in any other field [8]. Since the 
patterns of transactions are different in different 
fields, the algorithm had to be built only for the online 
retailer who supplied us with the dataset. Fraud 
transactions may occur on the internet, certain 
essential fraud card details like fraud card number, 
validity, cardholder name, CVV will be requested by 
the customer. Fraud detection can be observed by 
reviewing data from past transactions that help to 
make the card holder's spending profile. Each 
cardholder with a specific pattern includes 
information about the quantities of transactions, 
purchased things details, retailer information, 
transaction date, etc. It would be the most powerful 
way of countering internet fraud transactions. 

2. FRAUDULENT TRANSACTION 
DETECTION 

Fraud in the field of e-commerce is known as 
payment fraud which is generally any type of illegal 
or false transaction made in a web-shop. This type of 
fraud is an upcoming issue and is very common 
nowadays. This is given to the electronic frauds (e-
frauds) and It has become a major problem in the 
electronic payment system. 

2.1 FRAUD 

Fraud is termed as a practice that includes 
deliberately representing a falsehood to deceive the 
other party. The main purpose behind this is to obtain 
a profit. This profit can be anything as required by the 
fraudster – Money, Goods, and Services, 
Sensitive/Valuable Information, etc. Fraud can occur 

with the help of words or actions. It includes 
information that is generally not true and is 
misleading. It also includes not disclosing the 
information that is relevant and is to be shared with 
the merchant [9]. The major difference between a 
physical and online payment fraud is that there is no 
need for the card to be present with the fraudster 
during the time of online transactions. She/he just 
needs the information on the card which can easily 
be hacked as it is often stored and used digitally. 

 

Fig. 1. AFP report 

Organizations are finding that Fraud increasing year 
on year in e-payment transactions. Financial 
Professionals Association (AFP 2012) registered a 
rise in the number of organizations Subject to actual 
and/or attempted payment fraud from 2004 to 2009, 
although the proportion of organizations subject to 
attempted and/or actual payment fraud shows a 
decrease in attempted and actual payment fraud 
from 2010 to 2011 in Fig.1. 

2.2 WHAT DOES A FRAUDULENT 
TRANSACTION LOOK LIKE? 

The transactions made on an e-commerce website 
generally comprise some hints that can help us to 
recognize them as possibly fraudulent/non-
fraudulent transactions. Although if there is only one 
or two of the specified signs, there is no need to 
worry if there are several signs for a particular 
transaction, then it might be a sign of danger to the 
online retailer because he might be in a stage of 
being tricked by the fraudster. Now, we will study 
the various signs [10] of a potentially fraudulent 
transaction: 

i. Shoppers making the transaction for the first 
time 

ii. Huge orders 

iii. Quick shipping 

iv. Abnormal location 

v. Numerous shipping addresses 
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vi. Mismatch in the shipping address and the IP 
address 

vii. Multiple orders from a unique IP address 

viii. Many transactions in a short period 

ix. Abnormal usage of capital letters and 
punctuation 

2.3 CHALLENGES IN ONLINE TRANSACTIONS 
FRAUD DETECTION 

The online fraud detection (FD) in the following 
characteristic and challenges [11] are: 

1) The data set is large & highly imbalanced 

for e.g., only 5 cases of fraud present in the big 
dataset which is more than 300 000 transactions in a 
day, resulting in this job of identifying very unusual 
fraud spread amongst a vast amount of legitimate 
transactions. 

2) FD needs to be real-time 

Taking into consideration that time with a deposit 
received by a customer in the payment. It has been 
transferred to his destination account is typically too 
short; a fraud identification warning should be 
created as soon as possible to avoid imminent 
money loss. This includes a higher degree of 
success in the identification of broad and imbalanced 
data theft. 

3) The fraud behavior is dynamic 

Fraud detection is constantly advancing the tactics to 
beat net banking protections with regular 
advancements in information technology. 

4) The customer behavior patterns are 
diverse 

Fraudsters tend to mimic actual client activity in this 
sense. They often alter their actions frequently to 
compete them in detecting fraud. It is all difficult to 
characterize and makes it even harder to distinguish 
between fraud and genuine performance. 

5) The online banking system is fixed 

Customers have access to the same banking 
infrastructure that can contribute to strong references 
to characterize typical sequences of legitimate 
activity and to recognize concerns of illegal net 
banking. 

The above things mentioned are very difficult to fraud 
detection, which stands why are several techniques 

in machine learning developed to solved these 
problems. 

2.4 CREDIT CARD FD 

A credit card is a payment card that does not 
automatically debit payments or cash withdrawals 
from the current accounts. Not all banks that offer 
credit cards seem to be the only ones. Major 
corporations, for instance, grocery store chains and 
airlines, also have issues with credit cards. When 
there are growing numbers of credit card 
transactions, financial fraud also rises every year due 
to misusing credit cards. Based on statistics[12] and 
a press release by the BBC, Credit card fraud  is 
projected to grow to $31 billion by 2020, costing $21 
billion worldwide in 2015. 

Credit card theft is a big issue that includes payment 
cards as an illegal channel of transaction funds, 
such as credit cards. The purpose of such an 
illegitimate transaction may be to obtain goods from 
the account without payment or invoice of an 
illegitimate fund. It is a daunting challenge to detect 
such deception that may place company and 
business organizations at risk. The strategies used 
to change cardholder spending actions over time 
and for theft. This transaction by credit card 
adjustment is referred to as the principle of drift 
[13][14]. It is also impossible to spot credit card 
fraud most of the time. 

Card fraud detection is the application of the 
prediction analysis. Fraud is estimated based on 
historical credit card transaction details to detect 
credit card fraud. Training set for detecting fraud 
transactions[15] would be the historical details for 
card transactions. Today, credit cards are very 
widely used in our everyday lives to buy several 
items and to use different services. If the loss of the 
card is not detected by the cardholder, the big loss 
will be faced by the credit card business [16]. The 
intruder needs a relatively limited amount of 
information to perform any illegal transaction in 
online account transactions. Credit card theft 
remains one of the major risks that company 
organizations face today. Initially, the methods that 
result in inducing fraud must be perceived so that 
they can be managed efficiently. If the credit card of 
someone else is used for personal purposes and the 
card owner has no knowledge of it, credit card fraud 
is introduced [17]. 

3. MACHINE LEARNING & EXTREME 
LEARNING MACHINE 

Researchers have provided various feedbacks to 
enhance the efficiency of algorithms for ML and lots 
of work has been done quickly to improve machine 
intelligence. Learning[18] is a normal phenomenon 
of human activity that is also an integral feature of 
machines. Machine learning methods[19] play a 
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most significant role in fraud detection. As hidden 
truths are always extracted by uncovered data 
behind very large volumes of data. 

3.1 MACHINE LEARNING IN FRAUD 

In the identification and prediction of fraud, ML and 
deep learning play a central role. To effectively 
identify fraudulent transactions ML algorithms 
needed an increased capacity to manage massive 
databases along with fast processing or 
computational resources that help network 
transaction detection[20]. Manually searching and 
identifying patterns in data take a lot of time for 
suspicious transactions with the database that 
containing lakhs of transaction data rows. ML and DL 
algorithms provide quick and simple solutions to 
problems such as fraud detection, medical diagnosis, 
email spam, etc. 

The three most important factors behind the 
importance of Machine Learning are described below 
[21]. 

• Speed 

• Scale 

• Efficiency 

3.2 HOW DOES AN ML SYSTEM WORK FOR FD? 

The working [22] basic structure of FD algorithms 
using ML is shown in fig 2. 

 

Fig. 2. The basic working structure of FD 
algorithms using ML 

Feeding data: firstly, input the data into the model. 
The model consistency is contingent on the amount 
of data on that it has done training, if we have more 
data than the model can achieve better. You must 
include increasing data amounts to detect fraud 
specific to a given business inside of your model. 
This will train your model to perfectly recognize 
fraud-specific activities for your company. 

Extracting Features: Effectively, every extra feature 
works to delete data from a thread linked to a 
transaction process. There are the location of the 
transaction, the identity of the client, the payment 
system & the network utilized for the transaction. 

• Identity: This is used to verify the email 
address, telephone number, etc. of a client 
and it will check the bank account's credit 
score if the client applied to the loan. 

• Location: It checks the IP address of the 
client and fraud data on the IP address and 
the client sending address. 

• Payment mode: it is used to verify credit 
card usage in the transaction, the 
cardholder‟s name, the cards from various 
countries, and the bank account fraud rates 
used. 

• Network: to check used mobile numbers 
&emails for the transaction on the network. 

Training the Algorithm: You have to need training 
the data when you generated the FD algorithm first. 
This is done by giving clients information. It will be 
useful to tell how to FD algorithm differentiate 
„fraudulent‟ & „genuine‟ transactions by learning. 

Creating a Model: If you have trained a specific data 
set on your FD algorithm. You can detect 'fraudulent' 
and 'non- fraudulent transactions in your enterprise 
using a model that works. 

Machine learning is an advantage of fraud detection 
algorithms and it tends to boost exposure to more 
information. In Machine Learning, several methods 
are used to detect fraud. 

• Regression of logistics 

• Decision Tree 

• Random Forest 

• Neural Networks 

Table I. Contribution and limitation of ML 
techniques applied to credit card fraud 
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NA: Not Addressed, P: public, G: global, S: synthetic, 
R:real, NR: not real, CC: cloud computing 

Proxim: Accident occurred between the date of issue 
of legislation and the effective date of starting, 1; 
otherwise 0.0. Calculated*: 

3.3 EXTREME LEARNING MACHINE 

ELM [39] is a simple, fast, and effective random 
algorithm built for training hidden neural networks 
with the single hidden layer (SLFNs). In the ELM, the 
weight of the input & hidden layer is distributed at 
random and the bias value of hidden nodes is 
distributed at random, while the weights of the 
hidden and output layer are distributed at random are 
calculated analytically. The SLFN architecture is 
defined by three (d, m, k), in which d is Input layers 
nodes, i.e. the dimension of input data, m is the 
hidden layers node count and k is the output layers 
node which is the final class for input data. Given a 
training set D={(xi, yi)| xiϵ Rd, yi ϵ Rk}, 1≤i≤ n, The 
following equation (1) can be designed on the 
SLFN[40] with form (d, m, k). 

 

Where, 

βj = weight vector for jth-hidden node to connect the 
o/p node g(*) = activation function 

wt = weight vector that links jth-hidden node to input 
nodes, jth = bj hidden node bias values. 

& b1 are randomly generated given in Equation (1) 

and  can be achieved to solve the following linear 
system in eq. (2). 

 

Eq. (2) can be written in that matrix format like: 

 

 

 

 

H is the SLFN input & output layer matrix. This is 
usually defined as a non-square matrix. By solving 
the following optimization dilemma, the approximate 
solution of Eq. (3) can be obtained by 

 

The approximate solution of Eq.(4) is given as 

 

=Moore-Penrose generalized H inverse matrix. 

4. OPTIMIZATION TECHNIQUES FOR 
FRAUD DETECTION 

By applying a sparse sample set direct to the model 
using existing data mining algorithms, we cannot 
achieve good detection results with such algorithms. 
Such existing algorithms also contribute to concerns 
such as under-learning, over-fitting, and optimal 
local solutions. Therefore, improving the detection 
process is critical [41]. Therefore, further research 
includes methods to further enhance the accuracy of 
credit card fraud identification and speed-up 
detection. Conventional networking algorithms have 
slow rates of convergence and are susceptible to 
local minima for networks. To optimize the credit 
card, various optimization methods are used: 

1) Particle Swarm Optimization 

Dr. Kennedy and Dr. Eberhart in 1995, developed a 
population based stochastic optimization strategy 
called PSO that was inspired by social activity 
Particle Swarm Optimization of the fish school or the 
flocking of birds [42]. The particles update their 
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speed and location with the following equations (6) & 
(7). 

 

where, 

vi[t] =particle speed, 

xi[t] = current particle (solution). 

pbest[t] and gbest[t] = defined as local best position 
and global best position at iteration t, 

r1, r2 = random numbers between (0,1). 

c1, c2 = learning factors. Usually c1 = c2 = 2. 

To vary the c1 & c2 values, we can balance the 
exploitation & exploration efficiency of the PSO 
method 

2) IPSO 

Improved PSO (IPSO) [43] is an adaptive PSO 
algorithm for optimizing particle swarms. Since the 
momentum costs (i.e. weight) decrease gradually 
with the rises of generations, the search area is 
decreased and the efficiency of IPSO is higher than 
the PSO. 

3) Bat Algorithm 

The Bat algorithm [44] is the effective algorithm for 
finding the optimized solution based on the bat‟s 
echolocation behavior. 

4) Genetic Algorithm (GA) 

Real-world optimization problems are often 
challenging for NP and an important hyperspace 
search approach is genetic algorithms [45]. Like 
several methods, such as the gradient descent 
method, the algorithms are designed to neglect local 
optima to locate the optimum solution. Although the 
principle is easy to learn, the algorithms require a 
high level of experience in the problem of encoding 
and fitness function evaluation.GA[46] is a method to 
find the best solution that parallels the mechanism of 
natural selection & biological evolution. Selection, 
crossover, and mutation operators are the main 
operations where the crossover is a very critical 
operation that determines convergence. 

5) Simulated Annealing 

Simulated Annealing (SA) has been used in a wide 
search space to achieve the global optimal solution 
for a particular objective cost function. SA[47] shows 
its effective estimation in real-time for different 
application areas. 

6) Whale Optimization Algorithm 

A new form of swarm intelligence optimization 
algorithm suggested by Australian scholar Mirjaliliet 
in 2016 is the whale optimization algorithm (WOA). It 
was developed by whale population quest, 
encirclement, and hunting attacks from the simulation 
of the predatory behavior of whales in nature. Search 
optimization is achieved through Prey and other 
methods. WOA[48] is a modern algorithm for 
heuristic optimization inspired by humpback whale 
hunting. WOA provides superior results in terms of 
accuracy and rate of convergence. 

7) Dandelion Algorithm (DA) 

Intelligent algorithms are all related to the optimal 
solution search. Though, in the search method, 
individuals use the same process them. The 
Dandelion Algorithm a new swarm- intelligence 
algorithm (DA), was proposed to improve complex 
functions to achieve optimal solutions globally, which 
was Sowing dandelion inspired by action. In DA 
[49], the population of Dandelions is split into two 
sub-populations, which are appropriate for sowing & 
inappropriate for sowing, and after this apply 
different ways of sowing to the different sub- 
population. Meanwhile, a different method of sowing 
is to follow the appropriate for sowing sub-
population to avoid slipping into the ideal local 
optima. 

8) Dandelion Algorithm with Probability-
based Mutation 

A DA (dandelion algorithm) is an intelligent 
optimization algorithm. recently suggested that 
indicates excellent success in solving optimization 
problem function. Although, it converges slowly like 
most other intelligent algorithms, and slips rapidly 
into local optima. To solve both faults, A mutation-
based on probability (DAPM) [50] dandelion 
algorithm is proposed. In DAPM, according to a 
given probability model, It can be used 
interchangeably for both Gaussian & levy mutations. 
Exploitation & exploration both can be balanced well 
by DAPM. 3A Gaussian mutations are used in 
probability models, namely linear, binomial and 
exponential. 

5. LITERATURE REVIEW 

A few supervised and semi-supervised approaches 
to fraud detection are used, but there are three 
important issues of card data, namely strong class 
imbalances, inclusion, and measurement capacity 
for the number of transactions and samples that are 
marked and undecided. The researchers analyzed 
the effects of several techniques. 

H. Li and M. Wong (2015) suggested a new 
methodology depends upon GBGP (Grammar-
based Genetic Programming), multi-objective 
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optimization & ensemble learning to solve problems 
of FFD. Decision Trees (DTs), Bayesian Networks 
(BNs), Bagging, Ada Boost & Logit Boosts on 4 FFD 
datasets, LR (Logistic Regression), NNs (Neural 
Networks), SVM (Support Vector Machine), the 
statistic is thoroughly contrasted with the proposed 
method. The experimental findings demonstrated the 
efficacy of the new method, including two real-life 
issues, in the given FFD issues. The main 
significance and importance of the analysis may be 
generalized concretely on a 2 basis. First, the real-
life classification issues are evaluated by a variety of 
data mining techniques. Second, A new methodology 
is given based on GBGP, NSGA-II, and ensemble 
learning [51]. 

F. Ghobadi & M. Rohani (2016) developed a CCFD-
based ANN and Meta Cost Credit card Fraud 
detection (CCFD) model to reduce the probability, 
risk of losing credibility. ANN was used by credit card 
to deter and detect fraud. As there are unequal data 
(fraud and non-fraud cases), it is difficult to identify 
fraudulent transactions. Meta Cost procedure is 
applied to solve an imbalanced data query. The 
model proposed is based on CSNN's approach to the 
detection of misuse. The model demonstrated cost 
savings and higher rates of detection compared to 
the AIS model. Actual transaction data from major 
Brazilian issuers of credit cards are taken from this 
survey [52]. 

N. Jalinus et. al. (2017)) proposed a paper where 
the accurate performance metrics used for the 
detection of fraud were first clarified. A novel learning 
methodology has been structured by the authors that 
can overcome drift concept, latency verification, and 
class imbalance issues. The paper also showed the 
effect on real credit card transactions of the given 
problems [53]. 

A.G.C. de Sá et. al. (2018) proposed an algorithm 
for the real problem of credit card fraud detection to 
Customizable BNC (Bayesian Network Classifier), 
Fraud-BNC. A hyper-heuristic evolution algorithm 
(HHEA) was used to produce fraud-BNC. The BNC 
algorithms were ordered in the taxonomic system 
and a particular collection is searched for the best-
combined data. To develop BNC fraud, data from the 
popular Brazilian Pag Seguro online payment service 
was tested & created by 2 costly classification 
techniques. Compared to 7 other algorithms, results 
have been evaluated on the given problem of data 
classification and e-economic performance of the 
method. Fraud-BNC was the best algorithm for great 
gaps between two perceptions, improving the 
organization's current economic success by up to 
72.64% [54]. 

P. Singh (2017) proposed to use different 
classification models to assess the accuracy and 
other output parameters of the fraudulent transaction 
based on machine learning methods. to test the 

performance objectively, classification algorithms 
have been applied such as the K-NN), ELM, Random 
Forest, the MLP and Bagging Classifier. They 
recommended an ensemble of five separate 
algorithms that offered improved forecasting 
efficiency to a predictive classification model [55]. 

Z. Wang et al. (2017) implemented Weighted ELM 
(WELM) to manage imbalanced classification 
problems. It was found that its two parameters 
greatly influence its performance. The purpose of this 
paper was to apply different intelligent optimization 
methods to optimizing the WELM & evaluate its 
efficiency in imbalanced classification. Experimental 
studies indicated that WELM with a genetic 
algorithm, Bat algorithm, self-learning dandelion 
algorithm &dandelion algorithm with improved 
particle swarm optimization, a probability-based 
mutation dandelion algorithm can do better than 
WELM. Furthermore, the proposed algorithm relates 
to the FD card. The findings indicated that high 
detection efficiency can be obtained [56]. 

Sun, J. et. al. (2018) To test class-imbalanced 
credit risk, a new ensemble model was proposed, 
which integrated various sampling, multiple self-
organizing kernel fuzzy maps, and local precision 
ensembles. Different sampling methods were 
expanded and integrated (SMOTE, under-
sampling,& hybrid sampling) to obtain balanced data 
sets for pre-processing imbalanced credit risk 
sample sets. To create a more effective based 
classification, several kernel functions (that are 
Gaussian, Sigmoid & Polynomial) to boost fuzzy 
self-organizing maps have been included. To 
achieve various prediction values, the improved 
base classifiers would then process the balanced 
sample sets. The local precision ensemble method 
was used to synthesize these estimation effects 
dynamically to achieve final results. As a 
consequence, the current ensemble model reduced 
over fitting and lack of data and be more appropriate 
for managing. This analysis described financial data 
of Chinese listed companies and also allows a 
comparative review of the relative analysis of the 
data collection, including various financial criteria, 
and provides a reliable & satisfactory predictive 
result for imbalanced credit risk assessment. 
Findings showed that the classified ensemble model 
given through this work provides good results in 
comparison to other models for assessing 
imbalance credit likelihood [57]. 

M. K. Mishra and R. Dash (2014) attempted the 2 
ANN classifier methods namely MLP& ELM added 
to the credit card fraud data set to identify fraudulent 
transactions. The efficiency of both classifier 
methods measured based on precision, recall, 
accuracy, and time of classification. The findings 
showed that 97.84% & 95.46% accuracy of both the 
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MLP and ELM classifiers, respectively. ELM can 
predict new fraudulent transactions very easily [58]. 

A. C. Bahnsen et. al. (2015) proposed a system 
focused on DECSP for the detection of credit card 
frauds. The system included DECSP with numerous 
feature extraction methods such as PSO, GA, PCA, 
and Recursive Feature Elimination techniques. By 
experimenting, the results have been obtained and 
compared based on accuracy, precision, F1 score & 
AUC. With GA, DECSP beats other strategies by 
given four-efficiency metrics. Also, based on 
statistical tests, they checked the results [59]. 

I. Benchaji et. al. (2018) presented an approach 
namely optimized XG Boost (OXG Boost) to cope 
with the class imbalance in datasets without 
resampling techniques. The Randomized Search CV 
hyper parameter optimization technique was used in 
this presented solution to find the optimized XG 
Boost parameters. To achieve the performance of 
the model, data sampling methods were combined 
with XG Boost. The experiment was carried out 
based on two real-world datasets of credit cards. The 
experimental result revealed that the incorporation of 
data sampling does not affect the performance of XG 
Boost. The presented solution has outperformed on 
the higher accuracy in contrast to the existing one 
[60]. 

N. Balasupramanian et. al. (2017) future a deep-
forest approach for fraud detection online 
transactions combining the process of differentiation 
generation of features and models based on deep-
forest. As the details of the single-time transaction 
that does not involve information such as user 
behavior, it has insufficiently implemented a time-
based distinction mechanism in our scheme to detect 
fraudulent transaction. The Degree of Personal 
Credit (ICD) and Degree in Group Anomaly (GAD) 
differentiate between legitimate and fraudulent 
transactions. Furthermore, the proposed algorithm 
was used to identify fraud transactions to address 
extreme inequalities in online transactions. Despite 
the absence of external transactions from the raw 
deep- forest model, crude DEF was improved with 
the outliers detection method, and increased 
attention was provided to outliers to promote fraud 
detection model accuracy. They checked the 
transaction details of one bank, lastly. This approach 
boosts the accuracy rate by 15% and the alarming 
rate by 20% over the random forest detection model 
[61]. 

Here we look at algorithms based on the detection of 
fraud and credit cards. Also, it is introduced and 
worked. We analyzed those algorithms now in Table 
II. 

 

 

Table II. Analysis of CCFD Methods 

 

6. CONCLUSION 

The dependence on electronic commerce & net 
payments is grown increasingly over the past 
decades. To be better over time, the field of 
information technology is evolving every day. 
Financial fraud impacts both the financial market 
and daily life greatly. Fraud will decrease industry 
trust, destabilize savings and impact living costs. 
Nowadays, Illegal acts have become ever more 
complicated and unrestricted to deal with online 
transactions that causes led all consumers and 
associations to substantial financial losses. To 
combat this issue, financial institutions use a range 
of models for mitigating fraud. Many methods to 
prevent and detect fraud in the online world have 
been discussed. However, in regards to providing 
the same purpose of detecting and preventing illegal 
online transactions, all these strategies come with 
their features, benefits, and challenges. 

With this sense, this paper discusses the existing 
fraud detection analysis to define extreme learning 
& optimization algorithms that are used to analyze 
each algorithm according to specific criteria. 
Detecting credit card fraud is a grave issue. 
Companies are now spending trillions of dollars to 
create new algorithms to help to identify fraudulent 
transactions and avoid them. The goal of the overall 
study is to identify credit card- related frauds using 
various machine learning, ELM, and optimization 
techniques. 
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