
 

 

 

Nisha Rani* 

w
w

w
.i
g

n
it

e
d

.i
n

 

1400 

 

 Journal of Advances and Scholarly Researches in Allied Education 
Vol. 16, Issue No. 4, March-2019, ISSN 2230-7540 

 

A Review Article on Philosophical Foundations 
of Artificial Intelligence 

 

Nisha Rani* 

Computer Science 

Abstract – This is itself a profound philosophical question, and attempts to answer it systematically falls 
within the foundations of AI as a rich subject for analysis and debate. In any case, a temporary answer can 
be given: AI is the field dedicated to building ancient rarities equipped to show, in controlled, surely 
known situations, and over continuous timeframes, practices that we consider shrewd, or even more for 
the most part, practices that we take to be at the heart of what it is to have a brain. 
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INTRODUCTION 

Artificial intelligence philosophy is a field of study that 
deals with the question of whether or not AI is 
possible. Put it another way, if the main topic of 
interest is to build an intelligent machine which can 
think. Moreover, unknowns like the nature of 
rationality, the power of the human mind and what 
kind of features a thinking machine should have are 
investigated (1). This list is not exhaustive of course, 
but in some ways all the other topics are related to 
those. Here are some fundamental questions that 
artificial intelligence researchers have been studying 
(2). 

Many people see science as the most basic way to 
comprehend the universe. Researching the universe 
is in fact a common interest for philosophy and 
science. Philosophy has questioned the world 
throughout history and science has come up with 
answers. Take for example Ancient Greek, or China. 
It is not a coincidence that nearly all then 
philosophers were science men.  

Since artificial intelligence is one of the newest fields 
of study, individuals studying AI must be guided by 
philosophical investigations, noting that this has 
always been the case for other disciplines such as 
economics, psychology, sociology and so on. I can 
also claim that there are not many disciplines whose 
topics are as closely related to philosophical 
discussions as artificial intelligence ones are. From a 
different perspective, artificial intelligence findings 
could provide answers to unsolved philosophical 
problems. For example, thanks to findings in AI many 
are hoping to clear up the mystery of the human 
mind. Finally, I believe that artificial intelligence is the 
most enormous step in history to enlighten the 
secrets of both the universe and humanity. 

ARTIFICIAL INTELLIGENCE: 

When AI is defined as the field of engineering 
artifacts capable of passing TT, TTT, and various 
other tests2, it can be said safely that we deal with 
weak AI. In other words, weak AI aims to build 
smart machines without taking a position on 
whether or not the machines are smart. The What 
other answer is AI? Question: viz., AI is the field of 
each structure, the period.  

As Charniak and McDermott (1985) put it in their 
exemplary prolog to AI: AI's ultimate goal is to 
produce an individual, or, even more submissively, 
a creature that we are far from achieving. (3) Note 
that Charniak and McDermott do not state that the 
ultimate goal is to develop something that would 
appear to be individual. Their AI image is supposed 
to be solid AI, a goal-oriented type of field properly 
summarized by Haugeland: the main goal[ of AI 
research] is not merely to imitate intelligence or 
deliver some cunning phony.  

Neither in any way. Artificial intelligence needs only 
the real thing: machines with minds, in the full and 
exacting sense. In view of a hypothetical origination 
as profound as it is brassy, this isn't sci-fi, yet 
genuine science: specifically, we ourselves are root 
PCs. (4) Until this point, this "hypothetical 
origination" of the human psyche as a PC has filled 
in as the foundation stone of the most remarkable 
AI inquires. It has come to be known as the 
computational hypothesis of the psyche; we will 
look into it in detail. Then again, AI designing, 
which is itself educated by theory, can be sought at 
the administration of both feeble and solid AI due to 
the supported endeavor to motorize thought 
discussed in the following area. 
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ASPECTS OF PHILOSOPHY 

Philosophy of mind:  

What are situation and method of mind? What is the 
Mind-Body relationship? Are certain material 
conditions appropriate for the development of mental 
states? Could Mind and Body Causally Interact? Can 
ambition induce swimming? Will grief make you 
weep? If so, then how? 

Ethics or moral philosophy:  

How should we ponder a goldfish's rights? Do we 
have the right to murder them? To inflict pain on 
them? To take their mothers with them? How can 
questions like that be resolved? Can ethical 
questions answer right or wrong? Provided this is 
true, why is there such a great amount of 
contradiction about them: would it be advisable not to 
be feasible for individuals who differ to discover 
which side of the difference is right (assuming any)? 
Think of inconsistencies regarding how far the sun is 
from our planet, or what iotas are made up of. 

Philosophy of science:  

If somebody thinks it's a scientific question whether 
the goldfish feels pain, then can we ask what is the 
difference between science and other kinds of 
knowledge, or knowledge-seeking? What are: 
Theories of science? Expressions? Proofs? Can 
theories be proved or refuted anytime, and if so 
how? What is the relationship between new concepts 
evolving and new theories developing? 

Conceptual analysis:  

It soon becomes clear that we are not sure what kind 
of question we ask? What does it mean to say a 
goldfish is yearning for something? What's it like to 
say she can think about her mother? Or is it a 
mother? (Could a tree or a rock have a mother? 
What about a battle?) A lot of concepts that we use 
outside of philosophy are extremely difficult to 
analyze. Examples of such concepts are: mind, 
matter, purpose, truth, cause, experience, liberty, 
goodness, concept. Science, knowledge, 
explanation, intelligence, emotion and much more. 

The relevance OF AI to philosophy  

It is truly clear that AI's way of thinking is important, 
such as helping define goals and explaining a 
significant number of the ideas it uses, such as 
intelligence, discernment, learning, memory, 
understanding, etc. Likewise, AI and Computer 
Science apply to reasoning, as they give a large 
group of new ideas and types of clarification, just as 
they bring (e.g. a new list) cause physical events to 
occur, or are it just physical things that can enter into 
causal relations? Do the computing systems have 

properties "emerging?" How do computing machines 
differ from machines of previous sorts? Machines 
what are they? Are connectionist machines 
significantly different from machines that manipulate 
symbols? What are Manipulations of Symbols? Isn't 
manipulation of the weight on a neural link a kind of 
symbol? 

Philosophy of artificial intelligence  

Many people see science as the most basic way to 
comprehend the universe. Researching the universe 
is in fact a common interest for philosophy and 
science. Philosophy has questioned the world 
throughout history and science has come up with 
answers. Take for example Ancient Greek, or 
China. It is not a coincidence that nearly all then 
philosophers were science men. Since artificial 
intelligence is one of the newest fields of study, 
individuals studying AI must be guided by 
philosophical investigations, noting that this has 
always been the case for other disciplines such as 
economics, psychology, sociology and so on. I can 
also claim that there are not many disciplines 
whose topics are as closely related to philosophical 
discussions as artificial intelligence ones are. From 
a different perspective, artificial intelligence findings 
could provide answers to unsolved philosophical 
problems. For example, thanks to findings in AI 
many are hoping to clear up the mystery of the 
human mind. Finally, I believe that artificial 
intelligence is the most enormous step in history to 
enlighten the secrets of both the universe and 
humanity. 

Dreyfus  

Dreyfus saw the goals and techniques for artificial 
intelligence as distant from perspective on the 
intelligence. This had been shielded forever by 
numerous pragmatist savants, but Dreyfus himself 
turned out to be a greater enemy of twentieth-
century realistic reasoning, as found in Heidegger, 
Merleau-Ponty, and Wittgenstein's work. As 
Dreyfus says, the most essential method of 
knowing is instinctive rather than objective. When 
one gets expertise in a field, one is bound to 
formalized rules only when the reasoning is first 
learned. The intelligence afterwards is rather 
present as thumb rules and intuitive decisions. The 
AI's rational approach is clear in what's called 
symbolic AI foundations. Intelligent processes are 
viewed as a form of processing of information, and 
representation of this information is symbolic. Thus, 
intelligence is reduced to symbol manipulation, 
more or less.  

Dreyfus investigated this as a mix of three essential 
suspicions:  
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• the ontological supposition, which expresses 

that reality has a formalizable structure  

• the epistemological supposition, expressing 
that all information is formalizable  

• the mental supposition, which expresses that 
human intelligence is rulebased image 
control  

Dreyfus condemned these presumptions, yet 
additionally gave a few ideas which he finds are vital 
for intelligence. Intelligence is exemplified, and 
arranged, as per Dreyfus. It is hard to account for the 
embodiment, because it is unclear whether this 
means that intelligence requires a body or that 
intelligence can only develop with the help of a body 
(6). But at least it is clear that intelligence for Dreyfus 
depends on the situation in which an intelligent agent 
finds himself, in which the elements are in a 
meaningful relationship to their context. This makes it 
impossible to reduce reality to formalizable entities. 
The Dreyfus perspective makes it difficult for image 
controlling machines to work outside of a formal area 
characterized all around. Dreyfus is progressively 
positive at the connectionist way of dealing with 
artificial intelligence. Right now behavior emerges 
inside the human cerebrum from reproduced neuron-
like structures and their associations. Be that as it 
may, he questions whether the human mind's 
unpredictability in such machines is ever plausible.  

Therefore Confinements of Dreyfus ' view 

Dreyfus opened the discussion on the possibility of 
AI targets. His work had received considerable 
consideration and substantial debate. He even 
figured out how to get a few specialists to change 
their outlook and start actualizing ever better 
frameworks to his point of view. Dreyfus exhibited 
the presumptions made by representative AI, and 
clarified that it was clear that these suspicions would 
prompt genuine shrewd machines in no way, shape 
or form. There are two reservations to make, 
however. Firstly, Dreyfus base his criticism on AI's 
strict symbolic approaches. Several attempts have 
been made in the last decades toward more hybrid 
smart systems, and the introduction of non-rule-
based methods into symbolic AI. These systems 
presented a different view of intelligence, which 
cannot be fully accounted for by the analysis by 
Dreyfus. Second, the criticism of Dreyfus seems to 
be based on a skeptical view of AI, partly because of 
his own philosophical background and partly 
because the foundations were built at a time when 
enthusiasm was nearly unlimited. 

Philosophical AI:  

This segment is committed to a zone conversation 
filling in as an AI model linked to theory (versus AI 
reasoning). This is the territory with which any 
understudy of both way of thinking and AI should be 

well known, first and foremost.3 Part of the purpose 
behind this is different issues in AI that are 
personally identified in any event as an incompletely 
philosophical nature4 with the endeavor to automate 
thinking at the human level. Aristotle considered 
levelheadedness a fundamental part of the human 
psyche. Deductive idea, communicated as far as 
syllogism, was a sign of such sanity, just as all 
science's principal scholarly instrument ("organon") 
was. The possibility of formalism has perhaps been 
the deepest commitment to artificial intelligence by 
Aristotle. The thought that specific examples of 
consistent reasoning are substantial by goodness of 
their syntactic structure, paying little mind to their 
substance, was an exceedingly amazing 
advancement, and it is this ideathat remaining parts 
at the core of the contemporary computational 
hypothesis of the psyche (7) and of what we have 
alluded to as the solid AI above, and which will be 
explained in segment.  

A lot has been done to improve formal, thoroughly 
coherent frameworks to mold the presence of mind 
thinking (8). Pundits, in any case, charge that such 
endeavors are feeling the loss of the greater point. 
For instance, Winograd (1990) composes that 
"Minsky lays the fault for absence of achievement 
in clarifying customary thinking on the unbending 
nature of rationale, and doesn't bring up the more 
essential issues about the idea of every 
emblematic portrayal and of formal (however 
potentially non-intelligent) rules for controlling 
them. There are fundamental points of confinement 
to what should be possible with image control, 
regardless of what number of' various, valuable 
ways ' one imagines to chain things together. The 
decrease of psyche to decontextualized pieces is 
at last unthinkable and misdirecting." As we will 
find in the continuation, comparable focuses have 
been made in the investigates of Dreyfus (1992) 
and other people who have contended that 
emblematic control cannot represent such 
fundamental human qualities as instinct, judgment 
and creative mind, all of which can assume a key 
job in prompting and critical thinking.  

Philosophical Issues  

The three primary philosophical reactions of solid 
AI which helped to change the tide within the group 
of AI people and to point to new headings to look 
into are as follows: 

1. Hubert Dreyfus's criticism;  

2. Block's critique of machine functionalism 
through the experiments on brain thinking 
in China; and  

3. Thought experiment in Searle's Chinese 
room.  
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All three surfaced one after the other within 10 years. 
Several other philosophical critiques of strong AI had 
been made before them (e.g. those by Lucas and 
Penrose; see Robinson's article in the current 
volume of computationalism, and there have been 
others since. But these three generated the most 
debate and had the greatest impact. Dreyfus ' 
criticism was the first. It was a mixture of empirical 
and philosophical arguments. First we need to be 
able to determine if a piece of information might or 
might not be relevant to some of our beliefs. That's 
the issue of relevance again. And secondly, we must 
be able to determine if the information falsifies the 
belief or not. These are both GOFAI engineering 
issues, and general philosophical issues. On the 
engineering front, building a symbolic system that 
reaches a reasonable verdict after identifying the 
right background beliefs isn't too difficult. The big 
practical difficulty is to zero in on relevant information 
quickly. Many have come to believe it is highly 
unlikely that any symbol manipulating system will be 
able to overcome this challenge. 

The Future of AI  

All things considered, at the 1956 opening shot 
gathering at Dartmouth College, Herb Simon 
anticipated "practically around the bend" to be 
thinking machines ready to coordinate the human 
brain. As it turned out, the new century would appear 
without a solitary machine fit to banter even at the 
children's degree. (Remember that Descartes, not 
Turing, is by all accounts the best prophet today with 
regard to manufacturing machines equipped to show 
intelligence at the human level.) Nevertheless, 
amazing though it may be, individuals today continue 
to gain fantastically hopeful expectations about AI 
ground. For example, Moravec (1999), in his Robot: 
Mere Machine to Transcendent Mind, illuminates us 
that since PC equipment speed copies at regular 
intervals (as indicated by Moore's Law, which has 
evidently held before and gives no indication of 
disappointment), robots of the "fourth era" will before 
long surpass people in all regards, from running 
organizations to composing books. These robots will 
develop to such grand subjective statures, so the 
story goes, that we will be confronting them as 
single-cell life forms face us today. Moravec is in no 
way, shape or form interesting to Pollyanna: Many 
others in AI foresee that the equivalent exciting 
future will unfurl on roughly a similar quick timetable.  

Actually, at the Dartmouth 50th commemoration 
festivity of the first 1956 AI gathering at this college, 
Jim Moor, host and logician, posed the inquiry, "Will 
human-level AI be accomplished in the next 50 
years?"To five scholars who went to the First 
Conference in 1956: John McCarthy, Marvin Minsky, 
Oliver Selfridge, Ray Solomonoff and Trenchard 
Moore. McCarthy and Minsky gave strong, 
unhesitating affirmatives, and Solomonoff implied 
that AI gave the one beam of expectation even as 
our species appears to be bowed to implosion. 

(Selfridge's reply was rather dark.  Moore returned a 
firm, unambiguous negative, saying that once his 
computer is smart enough to interact with him on 
mathematical issues, he might take the whole 
business more seriously.) Moor's question is not just 
for scientists and engineers; it's also a question for 
philosophers. There are two reasons why this is so. 
One, research and development aimed at validating 
an affirmative response must include philosophy— 
for reasons set forth above. Two, philosophers might 
be able to give arguments, definitely, to answer 
Moor's question now. If any of the strong AI 
criticisms we have discussed are fundamentally 
correct, then AI will of course not be able to produce 
machines with the mental powers of individuals. 
Time is marching on and telling at any rate. 

CONCLUSION: 

If there is any indication of past predictions, the 
only thing we know about the science and 
technology of tomorrow is that it will be radically 
different from what we predict it will be. In the case 
of AI, we may also know specifically today that 
progress is going to be much slower than most 
people expect. AI is the field committed to building 
ancient rarities fit for showing practices that we 
think of keen, or all the more generally, at the core 
of what it is to have a brain, in controlled, surely 
knew conditions and over significant time periods. 

REFERENCES: 

1. Philosophy of artificial intelligence on 
philpapers. [Online]. Available: 
http://philpapers.org/browse/philosophy-of-
artificial-intelligence  

2. Philosophy of ai, wikipedia page. [Online]. 
Available: 
http://en.wikipedia.org/wiki/Philosophy of 
artificial intelligence 

3. Charniak, E. and McDermott, D. (1985). 
Introduction to Artificial Intelligence, 
Addison-Wesley, Reading, MA.  

4. Haugeland, J. (1985b). Artificial 
Intelligence: The Very Idea, MIT Press, 
Cambridge, MA. 

5. Dreyfus, Hubert L. and Dreyfus, Stuart E. 
(1986). Mind over machine: The power of 
human intuition and expertise in the era of 
the computer, Oxford: Blackwell. 

6. Brey, Philip (2001). ‗Hubert Dreyfus: 
Humans versus computers‘. To appear in: 
Achterhuis, H. (ed.), American philosophy 
of technology: The empirical turn, Indiana 
University Press. 



 

 

 

Nisha Rani* 

w
w

w
.i
g

n
it

e
d

.i
n

 

1404 

 

 Journal of Advances and Scholarly Researches in Allied Education 
Vol. 16, Issue No. 4, March-2019, ISSN 2230-7540 

 
7. Fodor, J. A. and Pylyshyn, Z. W. (1988). 

Connectionism and Cognitive Architecture: A 
Critical Analysis, Cognition 28, pp. 139–196. 

8. M. Davis and H. Putnam (1960). A 
computing procedure for quantification 
theory, Journal of the Association for 
Computing Machinery 7(3), pp. 201–215. 

9. See Bringsjord (1992) for a sustained, 
detailed updating of all these criticisms.  

10. 14For instance, see Bringsjord and Zenzen 
(1997). 

11. Moravec, H. (1999). Robot: Mere Machine to 
Transcend ant Mind, Oxford University 
Press, Oxford, UK. 

 

Corresponding Author 

Nisha Rani* 

Computer Science 

 


