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Abstract- This study proposed an adaptable model for topic-level SA of social media data using deep 
learning. A topic modeling-based strategy, live latent semantic indexing with regularization constraint, was 
developed for topic extraction from streaming data. This study uses a long short-term memory network 
with a topic-level attention mechanism for SA. The proposed model's meat and potatoes are its ability to 
extract topics from streaming sentences from social media platforms in an online manner via adaptive 
updates to the model for new incoming streaming data, followed by topic-level SA on those streaming 
sentences to determine the polarity of the detected topics. The online latent semantic indexing topic-
coherency score produced demonstrates the effectiveness of the suggested method for topic detection 
on real-time data. The SemEval-2017 dataset is used to train the model for SA. 
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INTRODUCTION 

Sentiment analysis (SA) is the practice of gleaning 
meaning from the words people use to express their 
thoughts, feelings, and attitudes on social media. 
There are several other ways in which this text data 
could be found, including reviews, blogs, news, & 
comments. Many businesses all around the world 
have adopted the ability to derive insights from this 
kind of data. Social media sites like Twitter, Facebook, 
Instagram, & Tumbler provide people the power to 
share stuff they are interested in, which can then be 
further evaluated utilizing analytical tools to offer 
insights & real-world solutions to problems we face 
every day. Due to the fact that it sheds light on 
sentiments, social media analysis is sometimes 
referred to as sentiment analysis or opinion mining. 
There are numerous methods and technologies that 
can be utilized for sentiment analysis. Prior to that, it's 
crucial to understand the topic on which you intend to 
use the sentiment analysis model. 

DEEP LEARNING METHODS FOR SA 

To perform sentence-level sentiment analysis, we 
have used following deep learning models – deep feed 
forward NN and LSTM network. Initially, pre-
processing is performed, as shown in figure 1. 

 

Figure 1: Pre-processing of input reviews 

Initially, pre-processing of input reviews has been 
performed by removing the punctuation marks, 
converting them in lower case letters, and tokenizing 
the words. For represent a review as an ordered 
sequence of integers, word index dictionary is 
created, and for maintaining a uniform length of a 
review, padding is applied. We encoded positive 
labels with ‗1‘ and negative with ‗0‘.  

Sentiment Analysis using Deep Feedforward 
Neural Network  

As shown in figure 2, deep feedforward NN consists 
of 1) embedding layer, 2) global average pooling 
layer, and 3) 6 dense layers. Embedding layer maps 
static reviews into embedded vectors. Global 
average pooling, as shown in figure 5.3, acts as a 
structural regularizer to avoid overfitting. Rectifier 
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linear unit (ReLU) has been used with dense layers, 
excluding the last layer as an activation function.  

 

Figure 2: Deep feedforward NN model 

 

Figure 3: Global average pooling 

SA utilizing LSTM Network  

The configuration of the LSTM network layers is 
depicted in figure 4. It handles long-term 
dependencies and uses gate vectors to process the 
data and able to control information passing along the 
sequence. The workflow of LSTM modules for 
sentiment analysis is depicted in figure 5. The inputs to 

LSTM are given as  , ℎ𝑡−1, 𝑐𝑡−1. 

 

Figure 4: Configuration of LSTM network used 
for sentiment analysis 

 

Figure 5: Sentiment analysis using LSTM model 

 

Experimentation details of applying Deep 
Feedforward NN and LSTM network  

IMDB Movie Review dataset has been used to 
analyze the sentiments. This dataset contains 
50,000 reviews out of which 25,000 reviews have 
been used for training and 25,000 for testing. The 
models have been implemented in Python and 
TensorFlow environment with Keras API and 
executed on Google Compute Engine.  

Results of applying Deep Feedforward NN and 
LSTM network  

We checked the effectiveness of a deep feedforward 
NN for the task of in-domain SA by training & testing 
it on the IMDB dataset. Figures 6 and 7 depict the 
88% validation accuracy and 30% loss achieved for 
the model, respectively. We checked the efficacy of 
the LSTM model for the task of out-of-domain SA by 
training on the IMDB dataset and testing on the 
Restaurant reviews dataset. We have implemented 
these deep architectures to evaluate the sample 
results on the standard dataset and to understand 
the working phenomena of LSTM over other Deep 
learning models so that we can configure it with our 
proposed adaptive model. Figures 6 and 7 depict the 
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accuracy of 78% and loss of 29% respectively 
achieved for the LSTM model. 

 

Figure 6: Validation accuracy obtained per epoch 
for deep feedforward NN 

 

Figure 7: Validation loss obtained per epoch for 
deep feedforward NN 

 

Figure 8: Validation accuracy obtained per epoch 
for LSTM network 

 

Figure 9: Validation loss obtained per epoch for 
LSTM network 

Table 1: Comparison of results of applying Deep 
Feedforward NN and LSTM network 

 

Table 1 compares the performance of deep 
feedforward neural network and LSTM network for the 
task of in-domain and out-of-domain SA, respectively. 

METHODOLOGY OF ADAPTIVE BIG DATA MODEL 
FOR SA 

In this part, the approach of the Adaptive Big Data 
Model for SA has been proposed. The proposed 
method is summarized in Figure 11. As per our 
assumption, each incoming sentence from a social 
networking platform is handled as a document. Figure 
10 illustrates the workflow that was used to perform 
pre-processing and generate feature vectors. The 
approach is divided into 3 steps as the construction 
of feature vectors, topic detection utilizing online 
latent semantic indexing, & topic-level SA utilizing 
the LSTM network with topic-level attention. 
Essentially, the tokenization is conducted on each 
sentence from the streaming input to produce a list 
of words utilizing a spaCy library. 

 

Figure 10: Proposed methodology of the 
adaptive big data model for sentiment analysis 

The Gensim library is then utilized to clean up the 
text by removing punctuation, capitalization, & stop 
words. The etymological roots are obtained using 
lemmatization. By incorporating Word2vec word 
vectors with TF-IDF topic recognition characteristics, 
we hope to increase precision. We employed pre-
trained vectors on a Google News dataset containing 
over 100 billion words. The vector has 300 
dimensions. There are two primary justifications for 
integrating these separate capabilities. For one, topic 
modeling with TF-IDF captures the semantic 
relationship between words & returns the most 
relevant topics using a bag-of-words (BoW) model. 
The word's syntactic & semantic relationships are 
preserved thanks to the word2vec model. 
Consequently, we first generate 300-dimensional 
word vectors for each of the cleaned words using the 
Word2vec model from the Gensim package. After 
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that, TF-IDF data is generated for each document 
using the Scikit-learn module.  

 

Figure 11: feature vectors formation & Pre-
processing 

TOPIC-LEVEL ATTENTION BASED LSTM 
NETWORK FOR SA  

If we define the embedding lookup produced by the 
Word2vec model as WRd|V|, where d is the dimension 
of the word embedding & |V| is the vocabulary size, 
then we can say that the Word2vec model produces 
embedding with the following properties. We can 
depict the input sentence's word embedding using the 
notation w1, w2,..., wJ, where wJ Rd. The embedded 
representations et of the topic recognized using online 
LSI for the given sentence, & topic embedding 
dimension det, are both shown below. 

Within the embedding space, vectors representing 
word embedding & topic embedding could be 
multiplied, summed, & concatenated to form larger 
vectors. We concatenated the topic embedding with 
the word embedding‘s of a phrase to capture the effect 
of the topic on sentiment, as demonstrated by 
experiments in [S. Ruder 2016]. These concatenated 
vectors mapped in the same embedding space are 
then provided as input to the attention-based LSTM 
network. 

 

Figure 12: Topic-level attention LSTM network for 
sentiment analysis 

EXPERIMENTATION DETAILS  

The desired paradigm is implemented in Python. To 
get there, we used Keras API with TensorFlow as 
the backend & number of supplementary libraries, 
including spaCy, Scikit-learn, & Gensim. All of the 
tests have been conducted in Google's cloud 
environment, which consists of two virtual CPUs, 
seven & half gigabytes of RAM, & 64 terabyte 
persistent disk. 

Datasets utilized 

We created our datasets for topic detection in 
streaming phrases using the hashtags #facebook, 
#bitcoin, & #ethereum. Mendeley's research includes 
a publication of the datasets. In order to fine-tune the 
model for topic detection on the proposed datasets, 
we used random walk training. For the first round of 
adjustments, we utilized a week's worth of tweets 
from each of the three datasets. Statistics from the 
dataset used for tuning are displayed in Table 2. 

Table 2: Dataset for initial fine-tuning for topic 
detection 

 

Table 3: Dataset for topic-level sentiment 
analysis 

 

We used the SemEval-2017 Task 4 Subtask B 
dataset [S. Rosenthal 2017] to train and evaluate our 
topic-level attention LSTM model for in-domain topic-
level SA. We developed the model on the SemEval-
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2017 Task 4 Subtask B dataset and evaluated it on 
three different datasets—Facebook, Ethereum, & 
Bitcoin—to determine how well it performed on tasks 
requiring SA outside of its original domain. To evaluate 
performance, we used the following procedures across 
all three datasets. During testing, we used a dataset 
consisting of continuously streaming phrases to feed 
our topic detection module, which then extracted the 
topic from the data. The suggested topic-level 
SAmodel is then used to calculate the sentiment score 
based on the extracted topic & phrase.  

Training & Regularization  

The LSTM network utilized for topic recognition 
& attention-based LSTM network utilized for topic-level 
SA both have their training & regularization procedures 
outlined below. 

For LSTM network utilized for topic detection  

Each embedded word vector has 300 dimensions in 
size, which is the default size for Word2vec output. For 
both of the LSTM networks shown in Fig. 12, we used 
truncated backpropagation through time (TBPTT) for 
topic detection because of the high cost of a single 
parameter update in BPTT. We employed the standard 
configuration of TBPTT (n1, n2), where n1=n2=100s, 
in accordance with the practices described in Williams 
 1990, in which the same number of time steps is 
performed to both the forward & backward passes. To 
boost performance, we introduce noise into the 
LSTM's initial state. The LSTM's forget gate's biases 
have been set to 1 for improved long-term memory. 
The latent dimension was maintained at 1024 
elements long.  

For attention-based LSTM network utilized for 
topic-level SA  

Figure 13 depicts an end-to-end trained attention-
based LSTM network learned utilising 
backpropagation. Size of embedded vectors is set to 
300, latent dimension size is set to 1024, epochs are 
set to 30, and batch size is set to 64 in the LSTM 
model. In the last layer, we compared the entropy of 
the predicted labels to the entropy of the actual labels 
to determine how strongly each was associated with 
the sentiment. The Adam optimizer was employed to 
achieve this peak performance. The l2 norm penalty 
was set to 0.01, making it the default for the activity 
regularizer. 

RESULTS  

Both quantitative & qualitative interpretations of the 
findings are explored. Recall, average recall, the 
macro-average F1 score, & accuracy are used as 
performance indicators to assess the suggested model 
quantitatively. For qualitative analysis, the 
performance is evaluated in terms of scalability to 
support streaming data from social media networks. 

Quantitative analysis  

The suggested model's efficacy has been tested for 
both within-domain and cross-domain SA. We used 
the SemEval-2017 Task 4 Subtask B dataset for both 
training and testing the model for in-domain SA. The 
model has been evaluated on three datasets: 
Ethereum, Bitcoin, & Facebook obtained through the 
Twitter API using the #ethereum, #bitcoin, & 
#facebook hashtags, respectively, to assess its ability 
to perform out-of-domain SA. Metrics including the 
macro-average F1 score generated over positive & 
negative classes (F1PN), or accuracy (Acc) have been 
utilized to evaluate the model's performance on these 
four datasets.  

Table 4: topic-level SA outcome of utilizing the 
proposed model to test datasets 

 

The outcomes of the topic-level SA are displayed in 
Table 4. Average recall was employed as the major 
metric in our tests, as described in the study [S. 
Rosenthal 2017]. The overall F1 score & degree of 
precision are only secondary indicators. It has been 
shown that the average recall measure is resistant to 
class imbalance [F. Sebastiani, 2015]. Since there is 
a greater emphasis on the average recall measure 
than on standard accuracy due to the uneven 
number of positive & negative classes in the 
SemEval dataset used for training (table 5.3), this 
dataset is highly recommended. 

Qualitative Analysis  

In terms of scalability, the effectiveness of the 
proposed model has been illustrated qualitatively, 
& metrics regarded to evaluate the model's 
scalability are the throughput in terms of topics 
detected per second, the average response time in 
seconds to handle the SA queries, & average time in 
milliseconds required to create feature vectors. The 
model was given data from the SemEval-2017 Task 
4 Subtask B dataset in a continuous stream. Before 
anything else, we check how long it takes for the 
model to generate an average feature vector from 
input text (i.e., how long it takes to process a tweet). 
The typical amount of time in milliseconds required 
to generate a feature vector. We also monitor the 
model's efficiency by counting the number of topics it 
identifies per second relative to the rate at which 
tweets are being sent. Once a sentence and its topic 
have been submitted to the model, we then 
determine how long it will take to complete a 
SA query. To determine how long it takes for a 
server to respond on average to a sentiment 
analysis query, we change the rate at which these 
queries are received. Figure 13 demonstrates that 
up to 500 tweets per second, the average time in 
milliseconds required to create feature vectors 
remains constant. At this rate, tweets will be 
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processed in real time. It then takes time to process 
the tweet's text. Figure 14 shows that throughput 
grows up to the point where the incoming tweet rate 
hits 700 per second. After this rate, the throughput 
plateaus, indicating that the model has hit its 
processing limit. It substantiates the processed 
model's ability to identify topics in streaming data at a 
pace of 700 tweets/second. 

 

Figure 13: Average time in milliseconds for 
creation of feature vectors 

 

Figure 14: Throughput in seconds 

 

Figure 15: Average response time of SA query 

Figure 15 illustrates how the influx of SA queries 
causes a shift in response times. We tested three 
different tweet-input rates (200, 400, & 600 tweets per 
second) & range of SAs query rates (5-30 inquiries per 
second) to determine the optimal pace. With a load of 
30 inquiries per second & tweet arrival rate of 600 per 
second, the typical response time for SA queries is 
around 15 seconds. 

These findings show that the proposed model is 
effective for topic-level SA & meets the requirements 
to facilitate online response at scale using streaming 
data. 

CONTRAST WITH STATE-OF-THE-ART METHODS  

By using Gaussian Nave Bayes as a baseline model 
for topic-level SA, we were able to get an average 
accuracy, F1PN score, & accuracy of 0.511, 0.528, & 
0.542. To gauge how well the suggested model 
performs, it was pitted against the best models entered 
into subtask B of task 4 of the SemEval-2017 
competition. 

Table 5 summarizes the findings of a comparison 
between the proposed method and other, more 
advanced methods of topic-level SA. Figure 16 
depicts the compared outcomes. 

Table 5: Contrast with state-of-the-art topic-level 
SA approaches 

 

 

Figure 16: Contrast with state-of-the-art topic-
level SA approaches 

CONCLUSION 

SA is an important part of NLP because it allows us 
to learn how people feel about many topics, 
including politics, products, & current events on a 
global scale. Combining topic modeling & SA yields 
insights into the most frequently discussed topics 
across different social media channels. 
Understanding how users feel about a detected 
issue can guide strategic decision-making and the 
development of new features. Relying on topic 
modeling & deep learning, we offer a method for 
topic-level SA. The suggested model is extensible 
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due to the online nature of topic detection. The 
proposed method works well with the brief texts 
typically found on social media. On the SemEval 2017 
dataset for in-domain SA, the model scored an 
average of 0.879 accuracy, while on the Ethereum, 
Bitcoin, & Facebook datasets, it scored 0.846, 0.824, 
& 0.794 accuracy, respectively, for the task of out-of-
domain SA at a topic level. Based on the results 
achieved for scalability, the proposed model may 
serve as a suitable model to work in real-time 
sentiment analysis systems to process streaming data 
in an online way. 
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