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ABSTRACT:- 

Since the mobile ad hoc network (MANET) is suitable for providing communication in the 

environment where network infrastructure is not available, it has become a hot research topic in 

recent years. Despite considerable research efforts expended, the interaction between the 

congestion of traffic flows and the MAC layer contentions have not been well understood. 

We study this problem for reliable service, say TCP traffic, in this paper. We first characterize the 

interaction as intra-flow contention and inter-flow contention and illustrate their severe impact on 

the performance of MANET. Then we propose a novel distributed scheme combining both flow 

control and media access control to alleviate these two kinds of contentions. The key idea is to 

differentiate packet transmissions. More specifically, better transmission opportunities are 

assigned to urgent or backlogged packets, which may be those just received by the downstream 

nodes or those accumulated at the congested nodes. By doing so, our scheme can promptly and 

smoothly forward each packet to the destination without incurring explosive increase in the 
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number of control packets at the MAC layer or excessive queueing delay. Extensive simulations in 

ns-2 demonstrate that our scheme can greatly reduce the MAC layer contention and collision and 

improve the end-to-end throughput of TCP traffic. 

I. INTRODUCTION 

To support reliable transport service and hence fully exploit the potential of mobile ad hoc 

networks (MANET), efficient congestion control is of paramount importance to make MANET 

viable for many applications in battlefield, disaster rescue and conventions. However, medium 

contention in the shared channel environment of MANET offers a great challenge to traditional 

TCP congestion control mechanism and make TCP traffic suffer poor performance in MANET ( 

[1]-[7] and reference therein). 

Most of the current work on TCP performance in MANET, such as [6]-[14], focus on end-to-end 

congestion control mechanism of TCP with or without network layer feedback. To our best 

knowledge, in recent studies, only [15] comprehensively discussed hop-by-hop congestion control 

for MANET. However, their system model did not completely describe the characteristics of 

MANET. It only considered the channel sharing for those nodes with the same flows passing 

through, and did not consider other medium contention among nodes which are in the sensing 

range or interference range of each other. Their studies focused on the theoretical part and did not 

give a scheme based upon the widely employed 802.11 MAC protocol [16]. They concluded that 

hop by hop congestion control will get the same end-to-end throughput as end-to-end congestion 

control. 

In this paper, we will show that hop-by-hop congestion control can help TCP traffic get higher 

throughput by greatly decreasing medium contentions based upon a well designed scheme over 

the 802.11 MAC protocol. Combined with our previous work in [17], which showed hop-by-hop 

congestion control could gracefully decrease the impact of irresponsible UDP traffic, significantly 

improve the maximum end-to-end throughput and reduce the end-to-end delay, our studies of TCP 
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performance in this paper demonstrate that hop-by-hop congestion control is a necessary 

component to support reliable and stable service for MANET. 

To well address the impact of medium contention on the performance of TCP traffic, we 

characterize the interaction between the congestion of traffic flows and the MAC layer contentions 

as intra-flow contention and inter-flow contention. Notice that, in MANET, nodes are cooperative 

to forward each other's packets through the networks. Due to the contention for the shared 

channel, the throughput of each single node is limited not only by the raw channel capacity, but 

also by the transmissions in its neighborhood. Thus, each multi-hop flow encounters contentions 

not only from other flows which pass through the neighborhood, i.e., the inter-flow contention, but 

also from the transmissions of itself because the transmission at each hop has to contend the 

channel with upstream and downstream nodes, i.e., the intra-flow contention. 

These two kinds of flow contentions could result in severe collisions and congestion, and seriously 

limit the performance of multihop ad hoc networks [1], [6], [18]-[20]. The MAC protocol itself 

could not solve the congestion problem and it often aggravates the congestion due to the 

contentions in the shared channel environment. Fang and McDonald [21] studied how throughput 

and delay can be affected by path coupling, i.e., the MAC layer contention among the nodes 

distributed along the node-disjoint paths, which is the inter-flow contention. The results 

demonstrated the need for the control and design of cross-layer interactions and optimization. 

To the best of our knowledge, there are no comprehensive studies and good solutions to the 

interaction problem between traffic congestion and MAC contention in multihop ad hoc networks. 

Moreover, the scalability issue of 802.11 have not been well addressed and the performance of 

throughput and end- to-end delay degrades severely in the multihop environment. In this paper, 

we present a framework of hop-by-hop flow control and medium access control to address the 

collisions and congestion problem due to the intra-flow contention and inter-flow contention. 

Based on this framework, a multihop packet scheduling algorithm is incorporated into the IEEE 

802.11 MAC protocol. 
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Our framework consists of multiple mechanisms to provide effective hop-by-hop congestion 

control. The fast relay assigns high priority of channel access to the downstream nodes when they 

receive packets, which reduces the intra-flow contentions. The backward-pressure congestion 

control gives transmission opportunity to a congested node and prevents its upstream nodes from 

further transmissions. This could not only dramatically reduce contentions in the congested area, 

but also quickly eliminate the congestion. It is also a quick method to notify the source to reduce 

the sending rate by exploiting the RTS/CTS operations in the IEEE 802.11 MAC protocol. The 

receiver-initiated transmission scheme uses a three- way handshake to resume the blocked flow at 

the upstream nodes when the congestion is cleared. It is a timely and economical approach with 

even less control overhead than the normal four-way handshake transmission in the IEEE 802.11 

protocol. 

The rest of this paper is organized as follows. Section II details the impacts of MAC layer 

contentions on traffic flows and the resulting problems. Section III describes our scheme and the 

implementation based on the IEEE 802.11 MAC protocol. In Section IV the performance of our 

scheme is evaluated for TCP 

 

 

                                                       Fig. 1. Chain topology 

traffic through extensive simulations. Finally, we conclude the paper in section V. 
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II. IMPACTS OF MAC LAYER CONTENTIONS ON TRAFFIC FLOWS 

Different from the wired networks where the links are independent of each other, the wireless 

links may share the same channel resource. Thus the MAC layer contentions come into play when 

the traffic flows travel through the networks. Considering the fact that the contentions are from the 

transmission attempts of packets at different nodes, which are generated by various traffic flows, it 

is natural to exploit the flow control to schedule the packet transmissions to reduce the collisions 

and congestion. Before presenting our scheme, we first discuss the intra-flow contention and inter-

flow contention problems. 

The intra-flow contention here means the MAC layer contentions for the shared channel among 

nodes which are in each other's interference range along the path of the same flow. Li et al. has 

observed that the IEEE 802.11 protocol fails to achieve the optimum chain scheduling [18]. Nodes 

in a chain experience different amount of competitions as shown in Fig. 1, where the small circle 

denotes a node's valid transmission range, and the large circle denotes a node's interference range. 

Thus, the transmission of node 0 in a 7-node chain experiences interference from three subsequent 

nodes, while the transmission of node 2 is interfered by five other nodes. This implies that node 0, 

i.e., the source, could actually inject more packets into the chain than the subsequent nodes can 

forward. These packets are eventually dropped at the two subsequent nodes. We call this problem 

as the intra-flow contention problem. 

Fig.2 demonstrate that TCP traffic introduce a great number of packet collisions. Fig. 3 illustrates 

more detail why this could happen. Actually, as illustrated in the previous paragraph, node 3, 4, 

and 5 in a 9-node chain encounter more medium contention than node 1 and 2, thus packet 

cumulate at these nodes, and keeping them contending for channel access. This results in severe 

medium collision and a lot of dropped packets. Here, the simulation settings are the same with 

those of section IV-A, and different number of TCP flows travel from node 1 to node 9 in a 9-

node chain topology. 
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Besides above contentions inside a multi-hop flow, the contentions between flows could also 

seriously decrease the network throughput. If two or more flows pass through the same region, the 

forwarding nodes of each flow encounter contentions not only from its own flow but also from 

other flows. Thus the previous hops of these flows could actually inject more packets into the 

region than the nodes in the region can forward. These packets are eventually dropped by the 

congested nodes. As shown in Fig. 4, where there are two flows, one is from 0 to 6 and the other is 

from 7 to 12. Obviously node 3 encounters the most frequent contentions and has few chance to 

successfully transmit packets to its downstream nodes. The packets will accumulate at and be 

dropped by node 3, 9, 2, 8 and 1. We call this problem as the inter-flow contention problem. 

 

                                          Fig. 2. TCP Performance in Chain topology 

 

                              Fig. 3. Average queue length in Chain topology with 6 TCP flows 

In the shared channel environments in multihop ad hoc networks, these two kinds of contentions 

are widespread and result in congestion at some nodes, where packets continuously accumulate, 

which then aggravates the contentions and finally results in packet dropping. This not only greatly 

decreases the end-to-end throughput but also increases the end-to-end delay due to the long 

queueing delay. 



[JOURNAL OF ADVANCES IN SCIENCE AND TECHNOLOGY                               
VOL.-II, ISSUE - I] August , 2011 

                                                                                                                                                             ISSN-2230-9659 

7                                                                            www.ignited.in 

 

The intuitive solution to the above problems is to allow the downstream nodes and the congested 

ones to transmit packets while keeping others silent, and hence smoothly forward each packet to 

the destination without encountering severe collisions or excessive delay at the forwarding nodes. 

This motivates us to develop our scheme presented in the next section. 

III. PERFORMANCE EVALUATION 

We now evaluate the performance of our scheme OPET and compare it with the IEEE 802.11 

scheme. The simulation tool is one of the widely used network simulation tools - ns-2. We use 

pre-computed shortest path and there is no routing overhead. The propagation model is two-ray 

ground model and the channel bandwidth is 2 Mbps. The transmission range is about 250 meters, 

and the sensing range is about 550 meters. 

In what follows, our scheme will be referred to as the Optimum Packet Scheduling for Each Flow 

(OPET), and the IEEE 802.11 protocol without the packet scheduling algorithm will be referred to 

as the Basic scheme. 

A. Chain Topology 

We first investigate how well our scheme performs in the 9-node chain topology with different 

number of TCP flows. The nodes are separated by 200 meters in the chain. The TCP flows starts 

from the beginning of the chain, i.e, node 1, to the end of the chain, i.e., node 9. 

Fig. 10 shows that our scheme OPET can reduce the packet collision by about 40% for both RTS 

and ACK frames. And the number of dropped TCP packets is also reduced by about 80%. This 

verifies that the hop-by-hop congestion control can effectively reduce a lot of medium contention 

and collision. 

Fig. 11 demonstrates that OPET can improve the aggregate throughput of TCP flows by about 5%. 

And the fairness is even better than the Basic scheme. Here, the fairness index is calculated by the 

Jain's index, i.e., 
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where xi denotes the end-to-end throughput of the ith flow. 

Actually, the above two figure shows that our scheme is much more energy efficient than Basic 

scheme because OPET can deliver higher throughput but with much less collided packets in the 

air. 

 

 

                                      Fig. 10. Collisions of TCP traffic in chain topology 

 

                                      Fig. 11. Throughput and fairness of TCP traffic in chain topology 

Fig. 12 illustrates the necessity for TCP source to reduce the sending rate when it observes that the 

outgoing queue builds up. This demonstrates that the hop-by-hop congestion control could notify 
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the source of the congestion status by a very simple and easily measured metric, i.e., queue length 

at the source node. Thus, if some adaptive mechanism is adopted for TCP source to adjust the 

sending rate according to the queue length at source node, we will hopefully observe much better 

performance, such as much less medium collisions, higher throughput, and short delay, although 

such kind of mechanism is out of the scope of this paper. 

B. Grid Topology 

In this subsection, we will investigate the performance of OPET in a larger network with grid 

topology, where inter-flow contention is a common phenomenon. The grid topology is shown in 

Fig. 13, where there are total 100 nodes, and one-hop distance is set as 200 meters. 16 TCP flows 

with 8 horizontal ones and 8 vertical ones, as shown in Fig. 13, run for 300 seconds in the 

simulation. 

Table I shows the simulation result which demonstrates that OPET improves the aggregate end-to-

end throughput by about 10% with about 26% less collided RTS packets. This further verifies that 

OPET can perform much better than the Basic scheme when the intra-flow and inter-flow 

contention coexist. 

 

 

                                                   Fig. 12. Queue length for TCP traffic in chain topology 
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                                                        Fig. 13. Grid Topology with 16 TCP flows 

In summary, our scheme could reduce a lot of medium contention in MANET and hence improve 

the aggregate end-to-end throughput of TCP traffic. Energy efficiency is also improved by 

delivering higher throughput with less packet collisions. 

IV. CONCLUSIONS 

In this paper, we focus on the interaction between medium contention and traffic congestion for 

TCP traffic in MANET. We first present our observation that the poor performance of the IEEE 

802.11 is attributed to the intra-flow contention and inter-flow contention in multihop ad hoc 

networks. In order to reduce these two kinds of contentions, we have built a framework for 

distributed hop-by-hop flow control and media access control, based on which a multihop packet 

scheduling algorithm, i.e., OPET, is proposed for the 802.11 based multihop wireless ad hoc 

networks. 

 

                                             TABLE I : Simulation Results for TCP Flows in Grid Topology 
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Extensive simulations verify that our scheme OPET could greatly mitigate collisions at the MAC 

layer and has a much better multihop packet scheduling than the IEEE 802.11 protocol. Thus it 

can always achieve stable and high throughput with much less packet collisions and higher energy 

efficiency. 

Combined with our previous studies for UDP traffic in [17], the studies in this paper demonstrate 

that hop-by-hop congestion control with careful design over the IEEE 802.11 MAC protocol can 

not only significantly alleviate the impact of irresponsible UDP flows, but also well support the 

reliable service over TCP flows by significantly improving the end-to-end throughput and 

reducing the medium collisions. 
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