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Abstract: Routing table updates are periodically transmitted throughout the network in order to maintain table consistency. 
To help alleviate the potentially large amount of network traffic that such updates can generate, route updates can employ 
two possible types of packets: full dump and smaller incremental packets. Each of these broadcasts should fit into a 
standard-size of network protocol data unit (NPDU), thereby decreasing the amount of traffic generated. The mobile nodes 
maintain an additional table where they store the data sent in the incremental routing information packets. New route 
broadcasts contain the address of the destination, the number of hops to reach the destination, the sequence number of the 
information received regarding the destination, as well as a new sequence number unique to the broadcast. The route labeled 
with the most recent sequence number is always used. In the event that two updates have the same sequence number, the 
route with the smaller metric is used in order to optimize (shorten) the path. Mobiles also keep track of the settling time of 
routes, or the weighted average time that routes to a destination will fluctuate before the route with the best metric is 
received. By delaying the broadcast of a routing update by the length of the settling time, mobiles can reduce network traffic 
and optimize routes by eliminating those broadcasts that would occur if a better route was discovered in the very near future. 
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INTRODUCTION 

MANETs  can  communicate  with  different  networks  that  
are  not  ad-hoc. Therefore, they can communicate with 
wired networks creating hybrid networks. In the ad-hoc  
networks,  the  mobility  of  the  nodes  makes  that  the  
topology  changes continuously. Hence, a specific dynamic 
routing protocol for MANETs which discovers and 
maintains the routes, and deletes the obsolete routes 
continuously is necessary. 

The routing protocols for MANETs try to maintain the 
communication between a pair of nodes (source-
destination) in spite of the position and velocity changes of 
the nodes. To achieve that, when those nodes are not 
directly connected, the communication is carried out by 
forwarding the packets, by using the intermediate nodes. 

Currently there is research on the behaviour of a lot of 
those routing protocols and the  IETF (Internet Engineering 
Task Force) is working on the standardisation of some  of  
them.  The  protocols  that  are  in  experimental  phase  
RFC  (Request  For Comments)  include  DYMO   

(Dynamic  MANET  On  demand  Routing  Protocol) 
[DYMO_06],   OLSR   [OLSR_03],   AODV   [AODV_03],   
DSR   (Dynamic   Source Routing)  [DSR_04]  and  TBRPF  
(Topology  Dissemination  Based  on  Reverse  Path 
Forwarding) [TBRPF_04]. 

The origin of MANETs begins in the 70’s for the military 
necessity of the interconnection of different hosts. This 
type of networks was implanted to avoid the need of a 
central base of communications. With these networks it 
was expected to transmit information in a fast and stable 
way as well as to cover the major part of the possible 
range without the necessity of having a previous 
infrastructure. 

REVIEW OF LITERATURE  

The focus of the study is on these issues in our future 
research work and effort will be made to propose a solution 
for routing in Ad Hoc networks by tackling these core 
issues of secure and power aware/energy efficient routing. 
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Reactive Routing Protocol (RRP) is a bandwidth-efficient 
on-demand routing protocol for MANETs. In this protocol 
the originator node initiates the route search process, 
whenever it needs to send data packets to a target node. 
Thus the need for a route triggers the process of route 
search, hence the name Reactive Routing Protocol. RRP is 
intended to be implemented in the network layer of mobile 
nodes i.e. in the layer 3 of ISO OSI reference model. Route 
Discovery and Route Maintenance functions of the protocol 
are described next. 

MATERIAL AND METHOD 

DESTINATION-SEQUENCED DISTANCE-VECTOR 
(DSDV) 

The Destination-Sequenced Distance-Vector (DSDV) 
routing protocol is a table-driven algorithm based on 
Bellman-Ford routing mechanism. The improvements 
made by to the Bellman-Ford algorithm include freedom 
from loops in routing tables. In DSDV every node in the 
network maintains a routing table in which all of the 
possible destinations within the network and the number of 
hops to each destination are recorded. Each entry is 
marked with a sequence number assigned by the 
destination node. The sequence numbers enable the 
mobile nodes to distinguish stale routes from new ones, 
thereby avoiding the formation of routing loops. Routing 
table updates are periodically transmitted throughout the 
network in order to maintain table consistency. To help 
alleviate the potentially large amount of network traffic that 
such updates can generate, route updates can employ two 
possible types of packets: full dump and smaller 
incremental packets. Each of these broadcasts should fit 
into a standard-size of network protocol data unit (NPDU), 
thereby decreasing the amount of traffic generated. The 
mobile nodes maintain an additional table where they store 
the data sent in the incremental routing information 
packets. New route broadcasts contain the address of the 
destination, the number of hops to reach the destination, 
the sequence number of the information received regarding 
the destination, as well as a new sequence number unique 
to the broadcast. The route labeled with the most recent 
sequence number is always used. In the event that two 
updates have the same sequence number, the route with 
the smaller metric is used in order to optimize (shorten) the 
path. Mobiles also keep track of the settling time of routes, 
or the weighted average time that routes to a destination 
will fluctuate before the route with the best metric is 
received. By delaying the broadcast of a routing update by 
the length of the settling time, mobiles can reduce network 
traffic and optimize routes by eliminating those broadcasts 
that would occur if a better route was discovered in the 
very near future.  

OPTIMIZED LINK STATE ROUTING (OLSR) 
PROTOCOL 

Optimized link state routing (OLSR) protocol [4] is a 
proactive routing protocol and based on periodic exchange 
of topology information. The key concept of OLSR is the 
use of multipoint relay (MPR) to provide an efficient 
flooding mechanism by reducing the number of 
transmissions required. In OLSR, each node selects its 
oMANET MPR from its neighbors. Each MPR node 
maintains the list of nodes that were selected as an MPR; 
this list is called an MPR selector list. Only nodes selected 
as MPR nodes are responsible for advertising, as well as 
forwarding an MPR selector list advertised by other MPRs. 
Generally, two types of routing messages are used in the 
OLSR protocol, namely, a HELLO message and a topology 
control (TC) message. A HELLO message is the message 
that is used for neighbor sensing and MPR selection. In 
OLSR, each node generates a HELLO message 
periodically. A node’s HELLO message contains its 
MANET address and the list of its one-hop neighbors. By 
exchanging HELLO messages .each node can learn a 
complete topology up to two hops. HELLO messages are 
exchanged locally by neighbor nodes and are not 
forwarded further to other nodes. A TC message is the 
message that is used for route calculation. In OLSR, each 
MPR node advertises TC messages periodically. A TC 
message contains the list of the sender’s MPR selector. In 
OLSR, only MPR nodes are responsible for forwarding TC 
messages. Upon receiving TC messages from all of the 
MPR nodes, each node can learn the partial network 
topology and can build a route to every node in the 
network. For MPR selection, each node selects a set of its 
MPR nodes that can forward its routing messages. In 
OLSR, a node selects its MPR set that can reach all its 
two-hop neighbors. In case there are multiple choices, the 
minimum set is selected as an MPR set.  

MOBILE ROUTING PROTOCOL (MRP) 

Mobile routing protocols (MRP) is a path-finding algorithm 
with the exception of avoiding the count-to-infinity problem 
by forcing each node to perform consistency checks of 
predecessor information reported by all its neighbors. MRP 
is a loop free routing protocol. Each node maintains 4 
tables: distance table, routing table, link cost table & 
message retransmission list table. Link changes are 
propagated using update messages sent between 
neighboring nodes. Hello messages are periodically 
exchanged between neighbors. This protocol avoids count-
to infinity problem by forcing each node to check 
predecessor information.  

CLUSTER HEAD GATEWAY SWITCH ROUTING 
(CGSR) PROTOCOL 
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Cluster head gateway switch routing (CGSR) protocol is 
based on a cluster multihop mobile network with several 
heuristic routing schemes. The authors state that by having 
a cluster head controlling a group of ad hoc nodes, a 
framework for code separation (among clusters), channel 
access, routing, and bandwidth allocation can be achieved. 
A cluster head selection algorithm is utilized to elect a node 
as the cluster head using a distributed algorithm within the 
cluster. However, frequent cluster head changes can 
adversely affect routing protocol performance since nodes 
are busy in cluster head selection rather than packet 
relaying. Hence, instead of invoking cluster head 
reselection every time the cluster membership changes, a 
Least Cluster Change (LCC) clustering algorithm is 
introduced. Using LCC, cluster heads only change when 
two cluster heads come into contact, or when a node 
moves out of contact of all other cluster heads. CGSR uses 
DSDV as the underlying routing scheme, and hence has 
much of the same overhead as DSDV. However, it 
modifies DSDV by using a hierarchical cluster-head-to-
gate-way routing approach to route traffic from source to 
destination. Gateway nodes are nodes that are within 
communication range of two or more cluster heads. A 
packet sent by a node is first routed to its cluster head, and 
then the packet is routed from the cluster head to a 
gateway to another cluster head, and so on until the cluster 
head of the destination node is reached. The packet is then 
transmitted to the destination.  

COMPARISON OF VARIOUS TABLE-DRIVEN 
ROUTING PROTOCOLS 

Based on important characteristics and parameters of 
routing protocol, the various table-driven ad hoc routing 
protocols have been compared in Table 1. It can be 
observed that the time and communication complexity of 
these protocols is very high and requires periodic 
messaging for determining the up-to-date network 
topology, thus causing network congestion. The next 
section discusses several routing protocols based on on-
demand-driven approach. 

Table 1 - Comparison of various Table-driven routing 
protocols 

 

CONCLUSION 

On demand protocols create routes only when desired by 
source nodes. When a node requires a route to 
destination, it initiates route discovery process within the 
network. This process is completed once a route is found 
or all possible route permutations are examined. Once a 
route is discovered and established, it is maintained by 
route maintenance procedure until either destination 
becomes inaccessible along every path from source or 
route is no longer desired. 
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