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INTRODUCTION 

Association rule mining provides valuable information in 
terms of significant correlations between different 
attributes’ values that might not be evident at the first 
glance in large datasets. The experimental part of this 
work has demonstrated benefits of integration of 
interactivity in Apriori approach for discovering 
association rules hidden in the target dataset. The 
interactive algorithm for discovering association rules 
starts by asking user’s requirement with respect to 
attributes to be included in the search. Since the dataset 
has one class attribute that determines the patient class 
(LIVE or DIE), the clinicians are interested in finding rules 
that determine the value of patient class (LIVE or DIE). In 
addition to attribute specification, the user supplies the 
minimum support and confidence threshold, the two 
parameters required by Apriori algorithm. In the 
experimental runs, minimum support and confidence 
threshold have been fixed at 15% and 80%, respectively 

MATERIAL AND METHOD 

The proposed algorithm has been implemented in java 
environment (J2SDK1.4.1). The algorithm works in two 
steps: a) finds all the frequent itemsets with support 
greater than the minimum support, b) uses the frequent 
itemsets to generate the association rules. The algorithm 
finds only those rules that have the patient class attribute 
as a consequent in the rule. All other rules are ignored by 
the algorithm, for the domain user is not interested in 
such rules. 

Placing aforementioned constraints on the algorithm 
search pattern is quite usual in the field of medicine 
where clinicians are not interested in finding all the 
associations in the datasets. For example, in hepatitis 
dataset, only the rules that show the association of the 
test findings with the patient class are meaningful for 
diagnosis purpose. The results presented in the next 

section have depicted that constraining the behaviour of 
algorithm on-the-fly (i.e. interactively) helps clinicians to 
find attributes that determine the patient class. 

RESULTS 

Executing the algorithm with 15% support and 80% 
confidence has resulted into discovery of 48 association 
rules hidden in the hepatitis dataset. Figure 6.2 shows all 
the rules discovered by the algorithm with user specified 
support and confidence threshold. All these rules have 
class as target attribute. This experimentation gives rule 
induction method for prediction of patient class based 
upon the 19 recorded attributes of the hepatitis patient 
dataset. Upon close observation of the discovered rules, 
the attribute Anorexia, Protime and Histology produced 
the best results. The method will predict which attributes 
contribute more to a person’s chances of being attacked 
with hepatitis disease. This technique has been applied 
because of the ready availability of the subjects with 
some knowledge of the domain that can provide feedback 
on the explanations. The identification and interpretation 
of the discovered rules requires ample domain 
knowledge. For example, the rule {9, 15, 16, 18, 48, 55} -
> 1 is translated as:  

Male (X, “Yes”) ∩ Anorexia (X, “Yes”) ∩ Liver Big 
(X,”Yes”) ∩ Spleen Palpable (X, “Yes”) ∩ Protime30 
(X,”Yes”) ∩ Histology (X, “Yes”) → Class (X, “DIE”) 

[Support = 15%, Confidence = 100%]   

Figure 1 provides a pictorial view of the findings in terms 
of Patient IDs who support the discovered association 
rule Rule1. The rule states that the attribute values on the 
left side of the rule derive the patient class with 100% 
confidence. The rule induction method has the potential 
to use retrieved cases for prediction. A close look at each 
attribute in the rule points out the following findings:  



 

Journal of Advances in Science and Technology                     

Vol. III, No. IV, February-2012, ISSN 2230-9659 

 

Available online at www.ignited.in Page 2 

E-Mail: ignitedmoffice@gmail.com 

 The first part of the antecedent states that hepatitis is 
more common in males than in females. 

 Anorexia (state of loss of appetite) is a persistent 
problem with many chronic or serious diseases. The 
next part of the rule states that patients with acute 
hepatitis will suffer from anorexia. 

 The rule suggests that big liver and spleen disease 
virus (BLSV) is closely related to hepatitis virus. 
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Figure1: Patient IDs satisfying the association rule – 
Rule1. 

 The reference range for prothrombin time (a measure 
of ability of the blood to clot) is usually around 12–15 
seconds. A prolonged or increased prothrombin time 
suggests that the blood under test is taking too long 
to form a clot which may be caused by conditions 
such as liver disease. 

 The rule indicates that the patients have gone 
through the histological

1 
reconstruction study of liver 

cell necrosis.  

Once the association rules among various data attributes 
have been established, the important task that remains is 
to use these rules in biomedical research and patient 
treatment. In contrast to traditional data mining, involving 
domain expert in the analysis and interpretation of patient 
database can help in the proper diagnostic study of 
patient data. In the present work, the researchers were 
interested in finding only those association rules that 
determine the patient class value “DIE”. Further, it has 
been found that values of the attributes in antecedent of 
the rules indicate that the disease is chronic. Such a rule 
can help clinicians to deal with the disease in a more 
effective way, in that, if the test results of a patient 
indicate some similarity with these rules then necessary 

actions can be taken for the patient so as to cure the 
infection before reaching it at malignant level. 

CONCLUSION 

Association rule mining as a data mining technique is 
very useful in the process of knowledge discovery in 
medical field, especially in the domain where patients’ lab 
test reports have been electronically stored. In this 
chapter, association rule method is interactively 
implemented to predict the hepatitis patient’s class. Such 
an experiment can give medical doctors a tool to quickly 
get some knowledge from the past patient’s database and 
use them for handling future case. Understanding 
complex relationships that occur among patient’s 
symptoms, diagnosis and behaviour is one of the most 
promising areas of data mining. The problem of 
identifying a patient’s class is a major challenge among 
medical practitioners. Data mining techniques provide a 
tool to help them quickly make sense out of vast clinical 
databases. 
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