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Abstract – Fundamental principle in security design is to plan for failure. Development projects are mainly 
focused on base flows of the system since these implement business valuable features. However from a security 
standpoint, exceptional and alternate flows highlight paths that often become attack vectors once the system is 
deployed. These flows are worth examination by Information Security to ensure that the system is not likely to 
enter an insecure state and to identify areas to deploy security mechanisms such as audit logs and IDS tools to 
catch security exceptions when they occur.  
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INTRODUCTION 

Software requirements are typically divided into two 
categories: functional and non-functional. Functional 
requirements deal with what the system is supposed to do, 
for example deposit money into a bank account. Non-
functional requirements deal with everything else including 
performance, security, availability, usability, and scalability. 
Functional requirements are generally written out indicating 
what business features are required of the software 
system, decomposing high level business feature sets 
down into a finite set of requirements. Non-functional 
requirements tend to be more nebulous. Often there is a 
lack of precise metrics. In the case of security 
requirements, the process can seem counter-intuitive. Most 
requirements stipulate that the system must do something, 
while security requirements are frequently focused on 
ensuring something does not happen. This difference is at 
the root of many security gaps in software. 

REVIEW OF LITERATURE  

Use Case pioneer Ivar Jacobson points out that as a 
whole, all Use Cases describe all possible ways of using a 
system. Use Cases answer the question: what is the 
system supposed to do for each user? [1] Use Cases differ 
from requirements in two main ways. First Use Cases are 
used to generate a shared understanding of the problem to 
be solved, the key relationships and actors in a system. 
Bittner and Spence [2] refer to this as building up a shared 

understanding as opposed to decomposing features. The 
result of this is the second difference, which is that a Use 
Case model places requirements in a certain context. 
Context is critical in security in that the context can show 
how the Use Cases are related to the assets which the 
security mechanisms must protect, and the overall flows, 
dependencies and assumptions that the system makes. 

Let’s examine ten ways that Use Case models can be 
developed in a more security-focused way.  

MATERIAL AND METHOD 

Use cases provide a synthetic model that correlates 
requirements from different domains' concerns into a 
coherent model and flow. Use Case models provide a 
format to conduct architectural tradeoff analysis of security 
mechanisms at different points in the system and establish 
a document for the tradeoff decisions.  

In Information Security, it pays to find allies. Stakeholders 
who may be concerned about security implications in the 
system that is being built include not just the core 
development staff, but also the legal staff, business 
owners, domain experts, operational staff, customers, 
shareholders, and users. The Use Case model captures 
and documents stakeholders that have some stake in the 
outcome of the development project. The Information 
Security team should document these stakeholders’ unique 
concerns and viewpoints with regard to security.  
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CONCLUSION 

Pre and post conditions describe the set conditions that 
must be satisfied for the Use Case to execute (Pre-
conditions) and the set of states that the system can be in 
after it has completed (Post-conditions). Pre-conditions 
allow the Information Security team to articulate the 
security conditions, such as authentication and 
authorization processes that must be completed before 
accessing the Use Case functionality.  

Information Security policies defines acceptable states for 
the system to be in to be in accord with the policy. There 
are typically many different possible states a system can 
be in at the end of a Use Case. Use Cases describe basic 
or expected flows, and also exceptional and alternate 
flows. Each flow may result in one or more states. The 
Post-conditions document the set of states possible at the 
end of the Use Case. The Post-conditions illustrate what 
must be done to tear down a system at the completion of 
Use Case which could include disabling a user's session, 
locking accounts, deleting temp files or cache, and closing 
accesses to resources such as databases. By stipulating, 
security concerns in the Use Cases' Pre and Post 
Conditions, early in the development lifecycle the 
developers are empowered to write more secure code.  

A fundamental principle in security design is to plan for 
failure. Development projects are mainly focused on base 
flows of the system since these implement business 
valuable features. However from a security standpoint, 
exceptional and alternate flows highlight paths that often 
become attack vectors once the system is deployed. These 
flows are worth examination by Information Security to 
ensure that the system is not likely to enter an insecure 
state and to identify areas to deploy security mechanisms 
such as audit logs and IDS tools to catch security 
exceptions when they occur.  
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