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Abstract- The data mining method relies heavily on data pre-processing. The data cleansing methods 
that work for some types of data may not work for others. Extensive experiments are conducted to 
analyze & assess a newly constructed method for attribute selection. The data cleaning processes 
involve reducing the amount of attributes to deal with noisy data & duplicate data. The experimental 
findings demonstrate that it is an extremely efficient and straightforward method for attribute selection 
by significantly reducing the attributes. Efficiently reducing the time required for subsequent data 
cleaning processes, such as token synthesis, record similarity, & deletion, is the primary goal of 
attribute selection for data cleaning. Smart tokens for data cleansing are formed using the token 
generation algorithm, which is appropriate for data that consists of numeric, alphabetic, & non-numerical 
elements. Duplicate data can be efficiently removed using token-based data cleaning. Attribute selection 
& token-based technique will both shorten the time required. 
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INTRODUCTION 

There may be thousands of columns and millions of 
records in a data warehouse. With so much information 
stored in the data warehouse, cleaning it all up will be a 
daunting task. For instance, out of 50 columns in a 
dataset that indicate client characteristics, only 10 
might be utilized for the purpose of identifying & 
detecting duplicates. Due to the massive volume of 
data, additional processing power and memory will be 
needed if unnecessary columns are removed during 
data cleaning. If you want to save time & effort on tasks 
like record similarity & deletion, attribute selection is a 
must. Dataset samples from customers are displayed 
in Table 1. It is unclear to users how many records 
there are, how many attributes there are, and how 
relative they are. When comparing two records, it is 
crucial to select the appropriate attributes (Kononenko 
1997). All the subsequent phases build upon this initial 
step. When many attributes have the same name or 
when different names are used for the same attribute, it 
can lead to redundancies & inconsistencies within the 
attribute itself. 

 

 

 

 

Table 1: Sample records and attributes 

 

The attribute selection technique is shown 
sequentially in this flow diagram (Figure 1). In order 
to begin cleaning the data, the dataset must first be 
located. Attributes are examined in this dataset by 
classifying them according to their kinds, 
determining the relationships between them, and 
finally, choosing the most relevant characteristic 
based on its qualities. The attribute's data type, size, 
or length determine its type. 
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Figure 1: Flow diagram of attribute selection 

The best qualities for cleaning the data are identified 
using the threshold value. High Threshold value, Data 
Quality, & High Rank are the three criteria used to 
measure the threshold value. In order to find the most 
powerful attributes for cleaning the data, a high 
threshold value is determined. Both the threshold & 
data quality values are used to rank the attributes. In 
order to expedite the data cleaning process, high-
ranking attributes are subsequently chosen for the 
subsequent cleaning step. As part of the analysis, the 
user must specify the required attributes, their 
relationships, the data types, & total number of unique 
field values. The user must then give each of the 
chosen qualities a "weight" or "rank value" according to 
the data provided above. In order to streamline the 
data cleaning process and minimize user input, this 
research makes use of a software agent. As a last step 
in data cleansing, the attributes with the highest priority 
are chosen (Jiawei Han 2006). The practice of 
selecting the most desirable features in accordance 
with predetermined criteria is known as attribute 
selection. By eliminating superfluous or unnecessary 
attributes from the data warehouse, this attribute 
selection method speeds up & improves the accuracy 
of data cleansing. Key attribute identification, attribute 
classification based on high distinct value & low 
missing value, and measurement type of the attributes 
are the three criteria utilized for identifying appropriate 
attributes for the data cleaning process.  

 

Figure 2: Attribute selection using three main 
parameters 

The attribute selection with the parameters 
mentioned before is illustrated in Figure 2. Data 
warehouse calculations include the number of 
unique values, the percentage of attributes with 
missing values, and the kind of each attribute. In 
order to clean the data, the best attributes are 
chosen using these values. 

a) Identifying key attributes 

b) Classifying distinct and missing values 

c) Classifying types of attributes 

Analysis of Attribute Selection Algorithm  

When cleaning data, an attribute selection algorithm 
will use the given constraints to choose which 
characteristics to clean. Figure 3 showcases the 
created algorithm for selecting attributes. As an 
initial step, the algorithm for selecting attributes 
chooses a relation schema R that contains N 
attributes. After that, it selects the relation model R's 
r table as an instance. Lastly, it chooses N 
characteristics from the relation schema R and 
stores them in the set Ai (A1,..., AN). 
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Figure 3: Algorithm for attribute selection 

A temporary relation schema L containing the name, 
type, missing value, distinct value, measurement type, 
& threshold value is obtained by this attribute selection 
technique. After that, it takes the name, type, and size 
of the attribute Ai from the relation schema R's relation 
instance r and assigns them to the temporary relation 
instance L. Determining the count of missing target 
values & distinct target values of the attribute Ai, as 
well as the percentage value, requires reading the 
tuples (records) from the selected relation instance r for 
each attribute. Instance L, a temporary relation, stores 
the fraction of items that are either absent or distinct. At 
last, for every attribute Ai, we find its measurement 
type and add it to the temporary relation instance L. For 
each target attribute Ai, we determine the threshold 
values by considering the measurement type, distinct 
values, & missing values. We then store these 
threshold values in the temporary relation instance L. 
Next, using the threshold values as a guide, determine 
the data quality power for a subset of the attributes S in 
the temporary relation L. 

Table 2: Attribute selection with sample data set 

 

To determine the threshold value, Table 2 displays the 
sample data set's attributes along with their 
corresponding missing values, distinct values, and data 
type. In order to get the ideal value for each 
characteristic, we compute the percentage of unique 
values, missing values, and measurement kinds. As 
shown in the graphic, in order to choose which 
attributes to clean next, high threshold value attributes 
are evaluated. Each attribute's variance in the 
threshold is displayed in Figure 3. Values between 0.9 
and 1 are used to select the thresholds for the 
properties. Here, we use the aforementioned three 
parameters to determine the threshold values for every 
characteristic. The experimental outcomes dictate the 
variation of the threshold levels. 

 

Figure 4: Variance of threshold value for each 
attribute 

The last step in cleaning the data is to choose the 
high-quality qualities. The threshold values for the 
chosen properties are between 0.9 and 1. The 
following stage in cleaning is to choose the attribute 
contact information, which includes name, address, 
phone number, & postal code. When cleaning data 
with larger dimensionality (thousands of attributes), 
this attribute selection method proves to be efficient 
and successful. Any kind of data (nominal, 
numerical, etc.) can be used by the attribute 
selection process, which can also remove 
unnecessary or duplicate attributes. This attribute 
selection technique is also quite flexible and can 
easily process data with a wide variety of attributes. 
By following these guidelines, we can verify that the 
algorithm is of high quality. To efficiently minimize 
time & enhance performance for future data 
cleaning processes including token construction, 
record similarity, and deletion, attribute selection is 
used for data cleaning. The token-based method is 
just used for the attribute fields that have been 
explicitly chosen. Long string inputs to the similarity 
function necessitate a multi-pass method and 
increase comparison processing time. Token value 
is computed for both strings as DCAKU & 
compared, rather than comparing large strings like 
"Department of Computer Applications, Karunya 
University" with "Dept of Comp Appl, KU." One 
example is this. With the goal of speeding up data 
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cleansing and decreasing comparison time, the token 
based approach was devised. 

Assessing the Attributes' Quality 

In order to clean up data, one must first establish the 
quality of the attributes before selecting them. Attribute 
quality should mirror data cleansing effort. When trying 
to gauge an attribute's quality, there are two main 
methods:  

i). Ignoring other attributes allows one to measure 
an attribute's quality (G. H. John 1994). 
Attribute selection aims, in part, to eliminate 
superfluous characteristics. Si = A − {Ai} 
denotes the set of selected attributes, where Ai 
is a relevant characteristic and A is the 
complete set of attributes.  

ii). By choosing additional attributes with high 
threshold values (σ), one can assess an 
attribute's quality. Although some methods 
make use of indirect measures, the majority of 
procedures explicitly assign a quality metric to 
the property.  

TOKEN FORMATION 

Tokens are created for every attribute field that ranks 
highest. Before the token is formed, the following 
procedures are followed. Now, here are the steps: 

i) Remove unimportant tokens 

The initial stage of token formation involves eliminating 
unnecessary characters in order to obtain the most 
intelligent or optimal token for subsequent data 
cleaning. Special letters, ordinal forms, frequent words, 
stop words, title tokens, and greeting tokens are all 
examples of the insignificant tokens. Table 3 lists the 
common, insignificant tokens. 

Table 3: Unimportant characters 

 

ii) Expand abbreviations using Reference table 

There are issues with token construction caused by the 
use of acronyms. In the process of creating tokens, the 
extension of acronyms is crucial. Table 4 provides a 
collection of commonly used acronyms. The log or 
reference table is where these acronyms are kept. The 
token construction relies on these tables as reference 
tables. 

 

Table 4: Reference Table with sample data 

 

iii) Formation of Tokens 

When it comes to creating tokens, various types of 
data are treated differently. The information could be 
in numerical, alphabetic, or both forms. The 
algorithm specifies the rules.  

 Numeric Tokens: A variety of numerical 
data types can be formed using this 
approach, including phone numbers, social 
security numbers, street numbers, 
apartment numbers, and more. To begin, it 
changes the character to a number and 
then strips it of any unnecessary characters.  

 Alphabetic Tokens: Contact names, client 
names, product names, book titles, etc., are 
ideal candidates for this rule of alphabetic 
token creation. It starts by removing 
unnecessary & stopping characters and 
expanding the abbreviations.  

 Alphanumeric Tokens: For addresses, 
product codes, and the like, this rule for 
alphanumeric tokens works well. After 
sorting out the divided token, it divides 
alphanumeric into numeric and alphabetic 
groups before moving on to the next step.  



 

 

Krishna Kant Tiwari1*, Dr. Qaim Mehdi Rizbi2 

w
w

w
.i
g

n
it

e
d

.i
n

 

167 

 

 Journal of Advances in Science and Technology 
Vol. 20, Issue No. 2, September-2023, ISSN 2230-9659 

 

 

Figure 5: Algorithm for Token Formation 

A token creation algorithm is illustrated in Figure 5. The 
algorithm specifies rules for token formation. The 
algorithm's performance is dependent on the data type. 
Tokens are formed using the alphanumeric rule, for 
instance, when the address attribute is chosen. The 
tokens that are created are saved in the LOG table. 
Token keys for the address field are generated using 
Table 5. In this table, the rule for alphanumeric tokens 
is applied. The alphanumeric data is first separated into 
numeric & alphabetic parts, and then the alphabetic 
rule is applied. At last, it all comes together to form the 
token key. 

Table 5: Formation of Tokens for the address field 

 

iv) Maintaining LOG Table 

In order to create a token for the chosen properties, the 
suggested algorithm is utilized. The LOG table is where 
the tokens that are formed are stored. Tokens 
representing the values entered into the specified 
attribute fields are temporarily stored in this LOG table. 
The LOG Table is now undergoing record comparison 

in order to detect duplicates. You may find the details 
of the sample LOG table with smart token in Table 6. 

Table 6: LOG Table with Smart Tokens 

 

Data cleansing smart tokens can be formed using 
the token construction algorithm, which works with 
all types of data types (numerical, alphabetic, and 
otherwise). Tokens that contain numbers, letters, & 
symbols are subject to three sets of regulations. 
One efficient outcome of token-based data 
cleansing is the elimination of duplicate data. 
Utilizing a token formation technique, tokens are 
created for values in certain attribute fields. The 
LOG stores these created tokens. Table 6. 
Compared to comparing tokens, comparing a full 
string is an expensive task. Consequently, defining 
the best and smartest token relies heavily on the 
token production process. Applying basic criteria for 
defining numeric, alphabetic, & alphanumeric 
tokens, this algorithm aims to define smart tokens 
from fields of selected numerous most significant 
properties. Smart token records, built from record 
field tokens, now make up the temporary table. The 
block-token-key algorithm is used to sort these 
smart token records. To increase data quality by 
lowering false-mismatches & actual mismatches, 
this study work generates block-token-key by 
considering more parameters. When creating block-
token-keys, the parameters are:  

 Power properties of high quality  

 Plenty of data to identify duplicates  

 Adequate values for the measurement types 
used  

A sorted token table is the end product of this 
procedure; it is utilized to check for matches 
between nearby data. These tables are great for 
detecting duplicates. To facilitate the process of 
comparing recordings, the concept of "token 
records" was proposed. Token keys retrieved from 
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records are the sole means by which existing 
algorithms rank or block records. What follows is an 
explanation of the block-token-key. 

EXPERIMENTAL RESULTS 

We use an attribute selection technique to pick the 
most relevant attributes that have sufficient data for 
finding duplicate records. Duplicate record identification 
is accomplished by using selected attributes. In order 
to detect duplicate data, the attributes that were 
chosen contain sufficient information. Various attribute 
values, numbers of duplicate records detected, & token 
creation are used to derive results in this chapter. 
Token formation and attribute selection algorithms are 
tested on the student dataset & Customer dataset, 
respectively. Choosing the right qualities is crucial for 
efficient duplicate detection and removal. One way to 
speed up cleaning planning is to utilize a token 
formation algorithm to create tokens based on the 
values of certain attribute fields. 

Attribute Selection with parameters 

 

Figure 6: Attribute selection in Student Dataset 

 

Figure 7: Attribute selection in Customer Dataset 

Data cleaning performance & accuracy are impacted 
by the incorrect selection of attributes. Because of this, 
we make sure that the fields we choose for important 
data have enough information to spot record 
duplication. The data cleaning process's attribute 
selection is shown in Figures 6, 7. Field size, missing 
data, distinct values, and measurement type are the 
four main criteria used to determine the threshold 
value. When cleaning the data, the best qualities are 
chosen according to the threshold value. As a result of 
the name attribute's higher threshold value than the 
others, seven attributes will move on to the next data 
cleaning stage. 

 

Attribute Vs Duplicates 

 

Figure 8: Attribute Vs Duplicate detected with 
varying window size in Student Dataset 

 

Figure 9: Attribute Vs Duplicate detected with 
varying window size in Customer Dataset 

The selection of attributes & selection of window 
size are the major factors that determine identity of 
duplicates. The current approaches employ a fixed-
size sliding window to reduce the amount of 
comparisons. Here, we employ field-value similarity 
to dynamically adjust the window size. When it 
comes to duplicate detection, our dynamic method 
yields the greatest results. For both static and 
dynamic window sizes, Figures 8, 9 demonstrate 
how the amount of detected duplicate records 
fluctuates with the slider window size. Different 
window sizes and dynamic sizes produce different 
duplicate detection results. Variation of attribute 
values for each execution setting window size 
(ranging from 10 to 50 and dynamic size) is used to 
evaluate this phenomenon. 

Duplicates Vs No. of Attributes 

 

Figure 10: Duplicate detected Vs No. of attribute 
selected in Student Dataset 
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Table 7: Key columns and No. of duplicate detected 

in Student Dataset 

 

 

Figure.11: Duplicate detected Vs No. of attribute 
selected in Customer Dataset 

Table 8: Key columns and No. of duplicate detected 
in Customer Dataset 

 

Attribute selection is the primary determinant of record 
matching algorithm efficiency. Figure 11 shows that the 
result is significantly affected by the choice of key 
column. The results of selecting key fields & number of 
approximate duplicate records found for those fields 
are displayed in Table 8. Finding exact and inexact 
duplicates will be more beneficial when numerous 
attributes are selected. 

 

 

 

Time Vs Token Formation 

 

Figure 12: Time taken Vs token formation, attribute 
selection with different data size 

In this study, the time required to form a token is 
minimal. It also takes a few seconds to choose the 
optimum attribute for data cleansing & load tables 
from the data warehouse (Figure 3.12). The duration 
varies according to the magnitude of the dataset. 

CONCLUSION 

The usefulness & efficiency of this attribute selection 
strategy is demonstrated when dealing with larger 
dimensionality (thousands of characteristics) in the 
data cleaning process. Any kind of data (nominal, 
numerical, etc.) can be used by the attribute 
selection process, which can also remove 
unnecessary or duplicate attributes. This attribute 
selection technique is also very good at handling 
data with a wide variety of attribute kinds. By 
following these rules, we may be sure that the 
algorithm produces high-quality results. Efficiently 
reducing the time required for subsequent data 
cleaning processes, such as token synthesis, record 
similarity, and deletion, is the primary goal of 
attribute selection for data cleaning. One efficient 
outcome of token-based data cleansing is the 
elimination of duplicate data. A record in the LOG 
Table contains these created tokens. Compared to 
comparing tokens, comparing a complete string 
takes more time. In the subsequent data cleansing 
procedure, this token will serve as the blocking key. 
Accordingly, defining the most effective & smartest 
token relies heavily on the token production process. 
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