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Abstract – The structural engineering of the human cortex is uniform and hierarchical in nature. In this 

paper, we expand takes a shot at hierarchical grouping frameworks that model the cortex to advance a 

neural system representation for a hierarchical spatio-temporal memory (HST-M) framework. The 

framework actualizes spatial and temporal handling utilizing neural system architectures. We have tried 

the calculations advanced against both the MLP and the Hierarchical Temporal Memory calculations. Our 

outcomes show unmistakable change over MLP and bend practically identical to the execution of HTM.  

Hierarchical Temporal Memory (HTM) is still to a great extent obscure by the example distinguishment 

neighborhood and just a couple of studies have been distributed in the experimental writing. This paper 

audits HTM structural engineering and identified studying calculations by utilizing formal documentation 

and pseudocode portrayal. Novel methodologies are then proposed to encode incident bunch enrollment 

(fluffy assembling) and to determine temporal assemblies (maxstab temporal grouping). Efficient 

investigates three line-drawing datasets have been done to better grasp HTM eccentricities and to widely 

analyze it against other well-know design distinguishment approaches. Our effects demonstrate the 

viability of the new calculations presented and that HTM, regardless of the possibility that still in its 

outset, contrasts positively and other existing advances. 

---------------------------♦----------------------------- 
 

INTRODUCTION  

HIERARCHICAL temporal memory (HTM) is a 
naturally enlivened computational structure as of late 
proposed by Hawkins and George  as a first down to 
earth usage of the memory-forecast hypothesis of 
cerebrum capacity put forth by Hawkins in. A privately 
owned business, called Numenta1 , was setup to 
improve HTM innovation and to make accessible to 
looks into and experts a complete advancement stage. 
Various specialized reports and presentations are 
accessible in Numenta site  to depict HTM 
engineering, provision and comes about, however at 
today few free studies have been distributed to accept 
this computational schema and to edge it into the 
state-of-the-craftsmanship.  

HTM considerably contrasts from accepted neural 
network executions (e.g., a multilayer perceptron) and 
could be helpfully confined into Deep Architectures . 
Specifically, Ranzato et al. presented the term Multi-
stage Hubel-Wiesel Architectures (MHWA) to mean a 
particular subfamily of Deep Architectures. A MHWA is 
arranged in rotating layers of characteristic finders 
(reminiscent of Hubel and Wiesel's basic cells) and 
nearby pooling/subsampling of characteristics 
(reminiscent of Hubel and Wiesel's complex units); a 
last layer prepared in directed mode performs the 
characterization. Neocognitron, Convolutional 

Networks , HMAX and its developments  are the best 
known usage of MHWA. In similarity with MHWA, 
HTM exchanges characteristic location and 
characteristic pooling; be that as it may, in HTM 
characteristic pooling intensely depends on the 
temporal dissection of example arrangements while 
in Neocognitron is hardwired and in Convolutional 
Network and HMAX is performed through 
straightforward spatial administrators, for example 
max or normal. The temporal dissection and the 
demonstrating as a Bayesian Network make HTM 
comparative in a few viewpoints to Hierarchical  or 
Layered  forms of Hidden Markov Models (HMM); 
then again, while HMM endeavors to model the 
natural temporal structure of info patterns2, HTM 
abuses time prolongation (primarily throughout 
studying) for unsupervised induction of invariant 
representations, autonomously of the static or 
alterable nature of the information designs.  

As brought up by Hawkins and George "... a 
significant number of these thoughts existed before 
Htms and have been part of different models. The 
force of HTM hails from a special union of these 
plans". As we would see it, HTM is the consequence 
of splendid instincts and keen designing, and in spite 
of the fact that HTM is still in its early stages, 
sometime to come it could help managing invariance 
which is the blessed vessel issue of example 
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distinguishment and workstation vision. Why HTM 
might as well overcome existing strategies in handling 
invariance? There are some vital lands that could be 
misused to this reason:   

• The utilization of time as chief. A key issue in visual 
example distinguishment is that minor intra-class 
varieties of an example can bring about a considerably 
distinctive spatial representation (e.g., in term of pixel 
intensities). Immense endeavors have been carried 
out to improve variety tolerant measurements (e.g., 
digression separation ) or invariant characteristic 
extraction procedures (e.g., SIFT ), however to date, 
auspicious results have been attained just for 
particular issues. HTM misuses time congruity to claim 
that two representations, regardless of the possibility 
that spatially different, begin from the same object in 
the event that they approach in time. This thought, 
which constitutes the support of Slow Feature Analysis 
, is basic however greatly compelling on the grounds 
that it is relevant to whatever manifestation of 
invariance (i.e., geometry, posture, lighting). It likewise 
empowers unsupervised studying: names are 
furnished when.  

• Hierarchical association. This is a generally utilized 
processing ideal model to put within practice the 
proverb "isolate et impera". As of late various studies 
furnished hypothetical uphold to the preferences of 
hierarchical frameworks in studying invariant 
representations . As the human cerebrum HTM utilizes 
a progressive system of levels to decay object 
distinguishment intricacy: at low levels the network 
studies fundamental characteristics which are utilized 
as building pieces at larger amounts to structure 
representations of expanding many-sided quality. 
Building pieces are additionally urgent for productive 
coding and generalization following through their 
blending HTM can encode new objects never seen 
previously.  

• Top down and base up data stream. In MHWA data 
ordinarily streams restricted from brings levels down to 
upper levels. In the human cortex, both encourage 
forward and input messages are consistently traded 
between diverse districts; despite the fact that the 
exact part of reaction messages is still extremely 
talked about, neuroscientists assents to their principal 
underpin in the discernment of non-insignificant 
examples . Memory-expectation hypothesis 
hypothesizes that sentiment messages from larger 
amounts convey logical data that can predisposition 
the conduct of easier levels. This is significant to 
manage questionable matter: if a hub of a given level 
needs to process a vague design (e.g., an uproarious 
form of an as of recently experienced example) its 
choice could be better taken in vicinity of insights from 
upper levels, whose hubs are most likely mindful of the 
connection the network is working in (e.g., assuming 
that one stage back in time we were distinguishing an 
auto, presumably we are still processing a traffic 
scene). 

• Bayesian probabilistic detailing. Probabilistic choices 
are regularly superior to binary decisions when 
managing lack of determination. The state of HTM 
hubs is encoded in probabilistic terms and Bayesian 
hypothesis is all in all used to process messages and 
melding data. HTM could be seen as a Bayesian 
Network where Bayesian Belief spread comparisons 
are utilized to leave behind and down the data over the 
order . This plan is classy in scientific terms, as well as 
permits to settle pragmatic loads, for example worth 
standardization and limit choice.  

The HST-M is created dependent upon two standards 
of cognitive demonstrating. The principal is the neural 
angle, where, advancement of distinguishment is 
joined with that of the mind, both at the cell and at the 
secluded levels, and where studying is an incremental, 
connectionist handle. The second is the computational 
demonstrating, which compels speculations of mind 
structure to be unequivocal, bringing about a more 
point by point particular that that which is accessible 
in works of Psychology and Neuroscience.  

Later books, for example Rethinking Innateness and 
The Algebraic Mind  contend that representation of 
data in the mind might be attained by executing a set 
of connectionist networks. In the field of 
connectionism, much work has been carried out that 
endeavor to model insight dependent upon neural 
networks. Of these, a few models for example 
Neocognitron , HMAX and Htms  utilize the standards 
of pecking order and the uniformity of the neocortex 
to plan calculations to enhance design 
distinguishment. While Neocognitron and HMAX are 
spatial calculations, HTM proposes a Bayesian model 
that makes utilization of the extra temporal data in the 
information to take care of the example 
distinguishment issue, along these lines accelerating 
better comes about.  

In this paper, we propose a connectionist model to 
perform design distinguishment in light of the spatial 
and temporal lands of the information. The model 
proposed is hierarchical, uniform and studies in an 
unsupervised way. While the standard off the model 
is comparable to that of the HTM, the usage is 
dependent upon neural networks, rather than a 
Bayesian model that is proposed by Numenta |8j. The 
model has been tried on three datasets and the 
outcomes contrasted both and customary Mlps and 
an execution of HTM .  

The work of Vernon Mountcastle refered to in 
Hawkins pioneered a set of exploration investigates 
the human neocortex, which demonstrated that the 
cortical structure is equitably uniform, with the same 
general processing performed in every unit of the 
cortex, as indicated in Figure. Each of what we think 
about particular areas (visual cortex, sound-related 
cortex and so on) had, truth be told, learnt its 
undertaking dependent upon the lands of the 
preparation designs that had been put forth to it. An 
area of the cerebrum could, as has been appeared a 
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few examination works , study after some time to 
unravel an alternate errand.  

Figure a and b show the general reproducing structure 
of the cortical segment. Figure c shows the 
hierarchical associations between the different layers 
of the visual cortex, talked about by Cadieu et al 16] 
and George et al .  

 

Figure : (a) A depiction off the cortical column as 
identified by Mountcastle showing the different types of 
replicating neurons (b) The replicating structure of the 
cortical column  (c). Hierarchy in the layers of the 
visual cortex when corresponding to an input image.  

New proof approaches each day that studying is a 
hierarchical procedure . Research has long 
demonstrated that architectures of discernment, for 
example vision and tryout are hierarchical in nature. 
Parts of memory, as being what is indicated piecing, 
likewise make utilization of hierarchical architectures. 
This hierarchical methodology is not learnt, yet is 
innate and showed even in youthful infants .  

The HST-M utilizes standards of uniformity and chain 
of importance as its roots. A spatio- temporal neural 
network is the crucial building piece of the HST-M, and 
is recreated all through a hierarchical structure. 

ENTIRE HTM FRAMEWORK 

Distress HTM is a tree-like network made out of 

  levels   numbered from 0 to 

 .   is the info level;    is the 

yield level;   are called middle of 

the road levels (if   the network has no 

moderate levels). Every level  is made out of nodes 

 . Nodes in information, moderate and 
yield levels are called information, halfway and yield 

nodes, separately. To make documentation lighter, a 

nonexclusive node might be signified as   and a 
non specific node at level i could be indicated as 

  . The point when a HTM is utilized for visual 
example arrangement, commonly:  

• input nodes are in 1:1 association with picture 
pixels:  

• nodes in every level   are organized in a 
rectangular matrix (i.e., retinotopic mapping of the 
info);  

• the network has stand out yield node, i.e. 

 , functioning as an example classifier;  

 

Figure : A four-level HTM designed to work with 
16x16 pixel images. Level 0 has 16x16 input nodes, 
each associated to a single pixel. Each level 1 node 
has 16 child nodes (arranged in a 4×4 region) and a 
receptive field of 16 pixels. Each level 2 node has 4 
child nodes (2×2 region) and a receptive field of 64 
pixels. Finally, the single output node at level 3 has 4 
child nodes (2×2 region) and a receptive field of 256 
pixels. In the figure only the downward connections of 
one node per level are shown. 

• levels are consecutively interconnected 
through node associations: just associations between 
nodes in continuous levels are permitted;  

• each halfway or yield node   is associated 
with a situated (called area) of spatially close kid 

nodes in   Given a node  , we indicate with 

childs(n) the set of its tyke nodes, with   the 
amount of its kid nodes, and with 

  its kth youngster 
node. Districts are rectangular formed and the 
amount of nodes along each of the two 
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measurements in a locale is characterized in such a 
route, to the point that permits an even parcel of 

  nodes to   nodes. Case in point, in the 

network of Figure,   has 256 nodes masterminded 

in a 16x16 matrix though   has 16 nodes 
orchestrated in a 4x4 network; each one transitional 

node  has 256/16=16 youngster nodes 
organized in a (16/4) x( 16/4) locale;  

• each data or middle of the road node   is 
joined with a solitary parent node in   . good day 

the accompanying, we mean with parent(   ) the 

guardian node of   . Really, in some extraordinary 
setups (see Section 6.2.3) the one- guardian 
stipulation is loose to permit the visual field of nodes in 
an offered level to be halfway covered:  

• the open field (or visual field) of node could be 
considered the allotment of info picture that the node 
can see (i.e., the union of picture pixels that might be 
arrived at by moving descending from the node). For 
information nodes, the responsive field is only one 
pixel. At more elevated amounts a node responsive 
field is the union of its kid open fields. As we climb in 
the progressive system the responsive field gets 
bigger: the open field of the output node is the entire 
image. 

DESIGN CATEGORY TESTS 

In this Section we introduce a few test comes about on 
example order issues: Subsection 6.1 presents the 
three datasets utilized as a part of the tests; in 
Subsection 6.2 we examine HTM preparing, tuning 
and parameterization and we analyze the new 
preparing calculations of Section 5 with the default 
execution reported in Section 4; at long last, in 
Subsection 6.3 HTM is contrasted and other example 
distinguishment approaches.  

DATASETS : For this study we chose three distinctive 
example arrangement issues: SDIGIT, PICTURE and 
USPS. As we would like to think, these three datasets 
constitute a great benchmark to study invariance, 
generalization and vigor of an example classifiers. In 
any case, in all the three cases the examples are little 
dark and-white or grayscale pictures (32×32 or more 
diminutive). Regardless of the possibility that HTM was 
now connected with triumph to question 
distinguishment issues with bigger shade pictures (see 
) our present usage need to be further improved to 
have the capacity to productively works with expansive 
examples. As examined in Section 7, part of our 
prospective exertions will be committed to the 
exhibition of HTM abilities on common object 
distinguishment benchmarks, for example Caltech and 
Pascal VOC datasets .  

SDIGIT : SDIGIT is a machine-printed digit 
arrangement issue where only a solitary (16×16 pixels, 
8-bit grayscale) picture, called essential example, is 
accommodated each of the 10 digit classes, and 
various variants are produced by geometric changes 
of the essential examples. By unequivocally regulating 
the size and the measure of variety in both the 
preparation and the test set we can study particular 
attributes of HTM identified with preparing, 
generalization/invariance, vigor.  

PICTURES : This is a challenging line-drawing 
arrangement issue presented in . The dataset might be 
acquired from . Examples are 32x32 pixels, 1-bit (i.e., 
dark and white) pictures fitting in with 48 classes, 
incorporating: characters, stereotyped creatures and 
straightforward objects. The preparation set Spicture 
Train is constituted by 453 pictures; design 
conveyance over classes in lopsided yet all classes 
have more than one example. The test set Spicturg 
Test is created by 8,941 examples which speak to 
misshaped forms of the preparation set ones. 
Twisting incorporates geometric change, line 
thickness change, commotion (i.e., haphazardly 
flipped pixels), separation dropping of parts; a 
percentage of the examples are so extremely 
misshaped that additionally human characterization is 
testing.  

USPS : USPS is a well known written by hand digit 
arrangement issue , generally utilized as a part of the 
logical writing as a benchmark for example 
distinguishment and machine studying 
methodologies. USPS examples are 16x16 pixels, 8-
bit grayscale pictures; the preparation set Susps Train 
and test set Susps Test holds 7,291 and 2,007 
examples individually. In spite of the fact that the 
shape variability in the USPS examples is very vast, 
the digits are focused in their window and the test set 
varieties are overall secured by the substantial 
preparing set, and consequently even a basic 
approach, for example the Nearest-Neighbor 
classifier accomplishes great characterization comes 
about. While we accept this dataset is not perfect for 
considering mvanance and generalization 
characteristics of an example classifier, reporting and 
looking at HTM exactness additionally on well-know 
benchmarks is vital.  

HTM ANALYSIS : Designing a HTM construction 
modeling and finding optimal qualities for the various 
parameters regulating the network studying and 
induction is not a trifling undertaking. Besides, 
concerning numerous other example distinguishment 
approaches, the optimal building design and 
parameter qualities are issue subordinate and a fitting 
parameter tuning can accelerate a significant 
execution change. Luckily HTM is very vigorous 
concerning its parameterization and execution simply 
fantastically debases as parameters float away from 
their optimal qualities. In our experimentation we tried 
to alter, however much as could be expected, the 
network structural engineering and the parameter 
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qualities autonomously of the issue. This could 
expedite suboptimal exactness, however as a rule 
permits to control information overfitting, particularly 
when an approval set (disjoint from the test set) is not 
accessible to tune parameters. 

CONCLUSION 

In this paper we furnished an in-profound investigation 
of Hierarchical Temporal Memory requisition to 
example distinguishment. Novel studying 
methodologies (fluffy aggregating and temporal 
grouping) have been proposed and their adequacy 
have been showed on three distinctive datasets 
through various analyses. HTM execution (both 
exactness and productivity) was then efficiently 
contrasted and other example characterization 
frameworks incorporating Convolutional Network, 
which at today remains a standout amongst the best 
usage of Multi-stage Huber-Wiesel Architectures to 
vision issues. In just about all our analyses HTM 
exactness was superior to other framework tried and 
studying was likewise more productive. Then again, 
arrangement time is frequently more drawn out in HTM 
(regardless of the fact that not drastically) as for a 
percentage of the different frameworks tried. At long 
last, node covering, saccading and preparing buffering 
have been exhibited to be adequate in further 
enhancing HTM precision and productivity.  

In spite of the fact that comes about attained so far are 
exceptionally intriguing, we accept that Hierarchical 
Temporal Memory schema could be essentially 
enhanced sometime later. The most apparent 
shortcoming of current execution is versatility; actually 
the network intricacy impressively expands with the 
number and dimensionality of preparing examples. 
Then again, to manage complex design 
distinguishment issues (with vast intra-class 
fluctuation) the presentation of an expansive number 
of conceivably long preparing successions seem, by 
all accounts, to be indispensible for the arrangement of 
hearty assemblies. The vast majority of the HTM 
multifaceted nature is because of the coding received 
at more elevated amounts where every incident 
frequently encodes one (or not many) variation(s) of a 
given design. As it were, given n bits of data HTM 
more elevated amounts encode O(n) arrangements 
and not O(2n) as a perfect data theoretic situation 
might propose. The way the cerebrum encode 
examples is still wrangled by neuroscientists (see the 
dialogue on Grandmother cells and populace coding in 
Section 2.2 of ), however a scanty conveyed populace 
encoding is one the most conceivable theories: this 
implies that the concurrent actuation of an assembly of 
units is answerable for the cognizant recognition of a 
jolt. Provided that the assembly is made out of only 
one cell we succumb to the Grandmother unit case; in 
the event that all the units are incorporated we are in a 

completely conveyed code; the middle case is the 
inadequate appropriated encoding. 

REFERENCES 

 D. George and J. Hawkins, “Towards a 
Mathematical Theory of Cortical Micro-circuits”, PLoS 
Computational Biology, 5(10), 2009.  

 S. Garalevicius, "Memory–Prediction 
Framework for Pattern Recognition: Performance and 
Suitability of the Bayesian Model of Visual Cortex", 
proc. of Int. Florida Artificial Intelligence Research 
Society Conference, 2007.  

 J. Thornton et al., "Robust Character 
Recognition using a Hierarchical Bayesian Network", 
proc. Australian Joint Conference on Artificial 
Intelligence, 2006.  

 Y. Hall, R. Poplin, "Using Numenta’s 
Hierarchical Temporal Memory to Recognize 
CAPTCHAs", Carnegie Mellon University, 2007.  

 Csapo, P. Baranyi and D. Tikk, "Object 
Categorization Using Vfa-generated Nodemaps and 
Hierarchical Temporal Memories", proc. IEEE 
International Conference on Computational 
Cybernetics (ICCC), 2007.  

 L. Wang et al., "Object Recognition Using a 
Bayesian Network Imitating Human Neocortex", proc. 
Int. Congress on Image and Signal Processing, 2009. 

 Y. Bengio, "Learning Deep Architectures for 
AI", Foundations and Trends in Machine Learning, 
vol. 2, no. 1, 2009.  

 Arel, D.C. Rose, and T.P. Karnowski, "Deep 
Machine Learning - A New Frontier in Artificial 
Intelligence Research", IEEE Computational 
Intelligence Magazine, vol. 5, no. 4. pp. 13-18, 2010.  

 M. Ranzato et al., "Unsupervised Learning of 
Invariant Feature Hierarchies with Applications to 
Object Recognition", proc. Computer Vision and 
Pattern Recognition (CVPR), 2007.  

 K. Fukushima, "Neocognitron: A Hierarchical 
Neural Network Capable of Visual Pattern 
Recognition", Neural Networks, vol. 1, no. 2, pp. 119-
130, 1988. 

 S. Fine, Y. Singer and N. Tishby, "The 
Hierarchical Hidden Markov Model: Analysis and 
Applications", Machine Learning, vol. 32, p. 41-62, 
1998.  



 

 

Shivani Bhatia 

w
w

w
.i

g
n

it
e

d
.i
n

 

6 

 

 A Report upon Design Identification through Hierarchical Temporal Memory 

 N. Oliver, A. Garg and E. Horvitz, "Layered 
Representations for Learning and Inferring Office 
Activity from Multiple Sensory Channels", Computer 
Vision and Image Understanding, vol. 96, pp. 163-180, 
2004.  

 P. Simard, Y. LeCun, and J. Denker, "Efficient 
Pattern Recognition Using a New Transformation 
Distance", in Hanson, S. and Cowan, J. and Giles, L. 
(Eds), Advances in Neural Information Processing 
Systems, 5, Morgan Kaufmann, 1993. 

 Koch, The Quest for Consciousness: A 
Neurobiological Approach, Roberts & Company 
Publishers, 2004.  

 J. Pearl, Probabilistic Reasoning in Intelligent 
Systems, Morgan-Kaufmann, 1988. 

 G. Hinton, S. Osindero and Y.W. Teh, "A Fast 
Learning Algorithm for Deep Belief Nets", Neural 
Computation, vol. 18, pp. 1527-1554, 2006. 


